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COMPUTER PROGRAMMING TECHNIQUES
FOR INTELLIGENCE ANALYST APPLICATION

REPORT NO. 2 -

INTRODUCTION

During the period covered by this report extensive modifications
were made on the monitor and application programs of the AN/GYA
complex. The multi-processing monitor can handle dynamic tape
allocation, and it permits updating of the drum-~disk library., There
is satisfactory work progress on the multi-processing link between
FMS and the AN/GYA monitor.

Additional distribution {unctions have been programmed for
inclusion in STORM and on the AN/GYA disk. Facilities have been
extended, and several integrated experiments were performed. A
list ~-processing language has been defined, and is being programmed,
which will facilitate inclusion of prototype studies in the lay user's
system. Description of such prototypes has been continued.

Programs have been developsd to permit experimental runs for
the determination of statistical word association. The clear text system
has been augmented by novel encoding features which permit faster

search. Pre-processing of an extended data bas~ is under way. A



study was prepared proposing the use of an adaptive thesaurus as an
experimental .ool to quantify properties of indexing systems.

Biblicgraphy on man-machine consoles and studies of systems
have been extended.

here has been progress oa the programming work connected

with the debugging system.

Many of the modifications and program extensions were tried
out extensively, on th: AM/GYA compiex. The most conspicuous new

{eature was, during the period covered by this report, the on-line

updating facility.



TASK 1. INVESTIGATION OF STATISTICAL PREDICTION,
DISCRIMINATION , AND CLASSIFICATION TECHNIQUES

1. Definition of List Processor Functions for Lay User's Language.

A series of operations has been defined, tentatively, which will
facilitate adaptation of the lay user's language to the AN/GYA system.
These operation codes are to be regarded as macrostaternents which
can be called and executed under EXST (executive routine for statistical
language on conscle), this approach will greatly facilitate programming
and addition of operations. The macros are simply stored, similax
to large data matrices, on the standard BCD input tape {currently A5},
Since EXST operates under the multiprogramming monitor. exscution
of the lay user's language will, just as STORM, take place simultane-
ously with standard operations on the IBM 7094,

DF, A, DISPLAY DISPLAY DISPLAY § DISPLAY etc.
A field (matrix) A contains a message ready for display on the
counsale. A $ siyn separztes lines of display.

WG, A
Write contents of A into console buffer (i, e., diaplay if ready).

RC, B
Similar to DEFIN in EXST. Read the typed message and enter
into buffer B.

Cl, B, N,

Similar to second phase of DEFIN, {.e,, the BCD message in
buffer B is translated into floating point numbers, stored in
list NN,

CE, B, N, F

Similar to DISPL in EXST. Internal floating point list B is trans-
lated into BCD list N wnich has :"'ORTRAN F format.

i
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BM, J{a.b,c.d,e)= A, B, C,0D,FE, F.

A statement may be preceded by a statement label {A, 13, etc. ).
if the contents of word & (& BCD word) is equal to a {spelled out),
go to statement A, Similarly, if £ = b, go to B, etc, 1{ Z is
neither of the words in parentheses, go te F, {Restricted to

at most {ive words.)

R, A
Unconditional branch to A,
T, A, N
Loop transfer. Execute statements up 1o A, N timeas,
C, B
QU, (K}= B

OF, A, NAME OTHER STOCKS RELATED TO (K}

The foregoing example illustrates a conditional DF, At execu-
tion time, the symbol (K} is replaced by the contents of B {in
the example, a word which has been typed).

LIST, {{I)} = FIRST, SECOND, THIRD

L

T, a 3

DF, A, ENTER THE ({I}) ROW

This sequence illustrates a loop executed three times, with
{{I}) replaced by FIRST, SECOND, and THIRD consecutively.
RT, A, N
Read a file from tape unit A into field N.
WT, A, N
Write a file from field N onto tape unit A,
MV, A, B

Move contents of A to B,



ET, NAME, R, C, A

Enter the matrix NAME with R rows and C columns into the
symbol table A (there may be several sucvu wables).

XT, A, F, K
Extract the information {location, equivalent, rows, colwnns)
of matrix named F in symbol table A and store resull into K,

IN, A, N, NI, B, M
From fleld A, move characters N te Nl iato field B, astarting
with M.

5C5,A Set control source to A
508, A S5et data source to A

These specify the unit (tape, consuvle, card reader} in which
source statements and data can be found, The option i8 necea~
sary not only for dynamic tape allocation, but also to enable
medium-sized matrices to be entered from card reader.
The foregoing operation codes may undergoe modification in
the course of programming and application,

2. Extension of PDistribution Routines

Numerical analysis and programs of non-central distributions

for the statistical language are presented in Appendix [.

3. Examples for Lay User's Language {continued from previous report)

Biological Aseay

The typical experimental gituation is as follows. Several (N)
groups of subjects {(insects, people, etc.) are available. The group
sizes are usually different. Groups are subjected to increasing "doses"
of one or more treatments. A growth curve {s to be fitted to the pro-
portions affected under sach dose. Most frequent applications are
insecticide studies and learning experiments. The program performs

a logistic transformation and estimates the growth curve by maximum

likelihood.



Frame 13 NAME YOUR INDEPENDENT VARIABLES, SEPARATED
BY COMMAS IF MORZ THAN ONE, HOW MANY ARE
THERE? H#OW MANY GROUPS OF OBJECTS DO YOQU
HAVE?

Action 1: If names are NAME 1, NAME 2, enter these into lists
(L1}, {L2), etc., to be inserted below. Enter number
of variables into (M); number of groups into (N}.

Frame 2: NAME YOUR DEFPENDENT VARIABLE.

Action 2: Entcr into list {LLD1)

Repeat through Action 4 (M) times with (L) taking the value
(L1), {L2), ... (LM).

Frame 3: ENTER DATA FOR (L) IN THE FGRM Al, A2, A3,
ETC,, WIERE Al, A2, A3 ARE ACTUAL NUMBERS
WITH GR WITHOUT DECIMAL PQOINTS,

Action 3: Transfer to EXST-routine JEFIN, set up the contents
of (L1). (L2}, etc. {L. e. the names)} into dictionary
table. Compare each number of entries with (N). If
discrepancies occur, display:

ERROR IN ENTRY, REPEAT FROM THE FOLLOWING
POINT:

then go back tc the end of Action 2, i.e., entry point
of the loop.

Frame 4: DO YOU WISH TO TRANSFORM DATA POINTS OF
(LY INTO LOGS, EXP, SQU, OR ROOT?

Action 4: If answer is nc, procecd to loop entry. If answer is
=1y one of the four functions, go to corr<sponding
STORM function under EXST, using the same argument
for input and ~utput, e.g., ROCT, NAME I, NAME ],
Store transformation names into (T1), (T2), etc., If
no transformation, store blank at that place,

Needed revision of EXST: Include LOG and EXP
routines on disk,

END CF LOOP

“
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Action 5: When loop is completed, execute HPAC, NAME |,
NAME NAMEM = X,

Frame 6: ENTER Tihiu TOTAL NUMBER OF OBJECTS (INSECTS,
EMPLOYEES, ETC,) IN EACH GROUP (UNDER EACH
DOSE OR TREATMENT).

Action 6: Check that number of entries is {N). If not, display
ERROR and re~display frame 6. Then enter via
DEFIN, *TOTs, N, 1.

Frame 7: ENTER THE NUMBER OF SUCCESSES (INSECTS
KILLED, EMPLOYEES CURED, ETC,) UNDER EACH
DOSE OR TREATMENT, IN THE SAME MANNER,

Action T: Test N, If incorrect, display ERROR, REPEAT and
redisplay frame 7.

Execution:

ONEX, N, 1 = ON
DUP, PO, PE

DUP, *TOT*, W
SUB, ON, PE, QE
DIV, PE, QE, R
LOG, R, LR

SCM, LR, 0.5, YPR
DUP, YPR, Y

Then repeat, ten times, the following ten statements (or macras).

WREG, X, Y, N, W, B, YPR
L.GIT, YPR, N, PE

SUB, PO, PE, DIFF

SUB, ON, PE, QE

MPY, PE, QE, PQ

SCM, PQ, 2, DEN

DIV, DIFF, DEN, COR
ADD, YPR, COR, Y

SCM, DEN, 2, PR

MULT, *TOT*, PR, W




The macro-routines are as follows:

LGIT, A, N, B
S5CM, A, 2, A2
OREX, N, |, O
EXP, AZ, NUM
ADD, O, NUM, DEN
DIv, NUM, DEN, B
ENDMAC

and
WREG, X, Y, N, W, B, YPR
WROW, X, W, XW
WROW, Y, W, YW
ONEX, N, 1, ON
HPAC, W, XW, XX
HPAC, ON, X, XZ
MPYT, X2, XX, S
INV, S, SIN
MPYT, XZ, YW, RHS
MPY, SIN, RHS, B
MPY, XZ, B, YPR
ENDMAC

Note: Include in EXST, the following routines:

DUP, A, B duplicate

WROW, A, B, C weigh rows

WCOL, A, B, C weigh columns

A is a matrix. In WROW, B is a column vector whose first

element is multiplied into the first row of A, second into second row
of A, etc. Thus, if the elements of B were the diagonal elements
of a diagonal matrix D, C = DA. In WCOL, B is a row vector whose
first element is multiplied into the first column of A, second into
second column of A, stc. Thus, if the elements of B were the di-

agonal elements of a diagonal matrix D, C = AD,

After execution, state:



Frame 8:

Action 8:

Frame 9:

Action 9;

Frame 10;

THE FOLLOWING DISPLAY IS THE REGRESSION
EQUATION. IT HAS ONE COLUMN. THE FIRST
ELEMENT 1S THE CONSTANT TERM, THE OTHER
TERMS ARE THE COEFFICIENTS OF:

(T1) (L1}
(T2) (L2}
{T3) (L3)

{T™M) {LM)
Comment: The latter are inserts from Actions 1}
and 4,

When user says GO, sxecute DISPL, B,

THE FOLLOWING DISPLAY SHOWS THE OBSERVED
PROPORTIONS OF SUCCESS IN THE FIRST COLUMN,
AND THE EXPECTED PROPORTIONS IN THE SECOND
CCLUMN.

When user says GO, execute DISPL, PO, PE, RESULT,
THIS IS THE END. IF YOU WISH TO START A NEW

JOB, TYPE CANCEL, IF YOU WISH TO SIGN OFF,
TYPE KAPUT, THANK YOU,



Quality Control Sampling Inspection Plan

Frame ];

Action 1:

Frame 2:

Action 2:

Frame 3:

Action 3:

Frame 4:

Action 4:

Frame 5:

THIS PROGRAM WILL SET UP A SAMPLINGC INSPEC-
TION PLAN FOR ACCEPTING OR REJECTING A LOT
OF ARTICLES SUBMITTED FOR INSFECTION,

ON EXAMINING AN ARTICLE OF THE LOT SUB-
MITTED FOR INSPECTION, CAN YOU IDENTIFY
IT AS DEFECTIVE OR NON-DEFECTIVE?

The answer can be yes or no, If the answer is no, then
display THIS PROCGRAM CAN BE USED ONLY WHEN
AN ARTICLE CAN BE IDENTIFIED AS DEFECTIVE
OR NON-DEFECTIVE, Then skip to EXIT, If the
answer is yes, go to Frame 2.

WHICH SAMPLING PROCEDURE DO YOU WISH TO
ADOPT?
1 ONE SAMFLE
2 TWO SAMPLES
3 A SEQUENCE OF SAMPLES ON ONE ARTICLE
DRAWN ONE AT A TIME

TYPE THE NUMBER PRECEDING THE DESIRED
METHOD,

The answer can be ], 2, or 3. If the answer is 1, go
to Frame 3. If the answer is 2, go to Frame 11. [f
the answer is 3, go to Frame 23,

DC YOU WANT TO STATE THE SIZE OF THE SAMPLE?

The answer can be yes or no. If the answer is yes, go
to Frame 4, If the answer is no, go to Frame ]0.

STATE YOUR SAMPLE SIZE.
The answer will be a number. Equate if to N internally.
IF YOU CONSIDER CONSUMERS RISK THE IMPORTANT

ONE, TYPE LETTER A, IF YOU CONSIDER PRO-
DUCERS RISK IMPORTANT, TYPE LETTER B.

10




Action 5; The answer can be A or B, If the answer is A, go -
to Frame 6. If the answer is B, go to Frame 8.

Frame 6: STATE CONSUMERS RISK AS A PROPORTION, IF
YOU DO NOT KNOW, WE RECOMMEND YOU STATE
0.05.

Action b: The answer will be a number, This number will in-
ternally be callad CR. Go to Frame 7.

Frame 7: STATE THE PROPORTICN OF DEFECTIVES, WHICH
THE CONSUMER WILL TOLERATE.

Action 7: The answer will be a naiaber. Call this number PT.
Execution:

BINOP, CR, N, PT = CC
Then display;

Display 1: THE SAMPLING SCHEME IS AS FOLLOWS:

DRAW A RANDOM SAMPLE OF SIZE (N) AND
DETERMINE THE NUMBER OF DEFECTIVES.,
}F THE NUMBER OF DEFECTIVES IS GREATER
THAN (CC), REJECT, OTHERWISE ACCEPT,
THE WHOLE LOT,

Comment: (N} and (CC) will be the numbers obtained in queries
and execution.

END OF 4GB

Frame 8: STATE PRODUCERS RISK AS A PROPORTION, IF
YOU DO NOT KNOW, WE RECOMMEND YOU STATE
0.10,

Action 8: The answer will be a number. Call this numbher PR,
Then go to Frame 9.

Frame 9; STATE THE PROPORTION OF DEFECTIVES CLAIMED
BY THE PRODUCER,
Action 9: The answer will be a number. Call it PP.

11



Progratruning instructions: The program will then call:

BINOP, PR, N, PP = CC

then go to Display 1.

Frame 10:

Action 10:

Frame 11;

Action 11:

Frame 12:

Action 12:

Frame 13:

Action 13:

SUPPLY THE FOLLOWING INFORMATION, NUMBERS
SEPARATED BY COMMAS:
CONSUMERS RISK, '
{IF UNKNOWN, WE RECOMMEND 0, 05)
PRODUCERS RISK,
JF UNKNOWN, WE RECOMMEND 0.10)
PROPORTION DEFECTIVE WHICH CONSUMER WILL
TOLERATE,
PROPORTION DEFECTIVE CLAIMED BY PRODUCER

The answer will be four numbers. These numbers
will be stored as follows: CR, PR will be a 2x] matrix
called R. FT and PP will be a 2x] matrix called P,
A subroutine will be prepared:

SISIP, R, P=C
This program will corapute the required sample size
{N} which is the first element of C, and the action
point (CC) which is the second element of C. These
will be included in Display 1.

GO TO DISPLAY 1

DO YOU WANT TO SPECIFY THE SAMPLE SIZES?

The answer can be yes or no. 1f the answer is y:s,
go to Frame 1¢. If the answer i» no, go to Frame 14.

SPECIFY THE SIZE OF THE FIRST SAMPLE.

The answer will be a number. Call it Nl1. Then go
to Frame 13.

SPECIFY THE SIZE OF THE SECOND SAMPLE,

The answer will be a number., Call it N2, Then go
to Frame 19.

12
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Frame l4:

Action 14:

Frame }5:;

Action 15

Frame 16;

Action 16:

Frame 17:

Action 17:

Frame 18:

Action 18:

Frame 19:

Action 19;

Frame 20:

Action 20:

DO YOU WANT TO PUT A LIMIT ON THE MAXIMUM
OR MINIMUM OF THE TOTAL SAMPLE SIZE?

The answer can be yes or no, If the answer is yes go to
Frame 15. If the answer is no go to Frame 19.

DO YOU WANT TO SPECIFY THE MAXIMUM TOTAL
SAMPLE SIZE?

Set a word named INDEX = 0. The answe: can be yes
or no. If the answer is no go to Frame 17 otherwise
go to Frame 16.

SPECIFY THE MAXIMUM TOTAL SAMPLE SIZE.

The answer will be a number, Call the number N. Put
INDEX = |, and go to Frame 17.

DO YOU WANT TO SPECIFY THE MINIMUM TOTAL
SAMPLE SIZE?

The answer can be yes or no. If the answer is no then
go to Execution I1. Otherwise, go to Frame 18,

SPECIFY THE MINIMUM TOTAL SAMPLE SIZE,
The answer will be a number. Call the number N1,

Put INDEX = INDEX + 1. Go to Execution lli.

Execution 1}:
IfINDEX =1, put N1 = N2 = N/2,
If INDEX = 2, put N2=N -.N1,

Go to Frame 22,

CAN YOU'SPECIFY THE SIZE OF THE LOT?

The answer can be yes or no. If the answer is no go
to Frame 21, otherwise go to Frame 20.

SPECIFY THE SIZE OF THE LOT,

The answer will be a number. Call it NN, Then calculate
N = NN/20. and N/ = N2 = N/2. Then go to Frame 22.

13
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Frame 21:

Action 21:

Display D2

Frame 22:

Action 22:

Frame 23:

Action 23:

£y
-

1S IT ALL RIGHT IF BOTH THE SAMPLES ARE OF
SIZE 507

The answer can be yes or no, If the answer is yes,
take N1l = N2 = 50, and go to Frame 22. If the answer {

is no then display
THE PROGRAM CANNOT BE USED, and go to EXIT.

Execution I2
A double sampling inspection routine will be executed
{program uot yet available) which has output Cl and C2,

to appear in the foliowing display.
Go to D2

THE DOUBLE SAMPLING INSPECTION PLAN IS AS
FOLIL.OWS.

DRAW A RANDOM SAMPLE OF SIZE Nl AND COUNT
THE NUMBER OF DEFECTIVES.

IF THE NUMBER OF DEFECTIVES IS LESS THAN Cl,
ACCEPT THE WHOLE LOT,

IF THE NUMBER OF DEFECTIVES IS GREATER THAN
C2, REJECT THE WHOLE LOT,

OTHERWISE DRAW ANCTHER SAMPLE OF SIZE N2
AND COUNT THE NUMBER OF DEFECTIVES,

IF THE COMBINED NUMBER OF DEFECTIVES IS LESS
THAN C2, ACCEPT; OTHERWISE REJECT THE WHOLE

LOT,
END OF JOB,

Same as Frame 10.

The answer will be four numbers., These numbers will
be called CR, PR, PT, PP reopectively. Proceed to
Execution i2.

Same as Frame }0.

The answer will be four numbers, These numbers will
be denoted internally as CR, PR, PT, PP. Then proceed
to Execution 13,

14
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Execution 13,

AL 4 lt "CR
BE = ln‘pR
PPC = |, -PP

AA = LOGF {BE/CR) / {(LOGF{PP/PT)
- LOGF (PPC/PTC))
BB = LOGF (PTC/PPC) /| {(LOGF(PP/PT)
- LOGF {PPC/PICH
CC = LOGF (PR/AL) / (LOGF{PP/PT}
- LOGF (PPC/PTC))
Go to Display D3

Display D3: FOR YQOUR INSPECTION PLAN, YOU WILL NEED
TWO NUMBERS AS YOU DRAW EACH SAMPLE:

AN = {AA) + (BB) TIMES (NUMBER OF SAMPLES)
BN = {CC) + (BB} TIMES (NUMBER OF SAMPLES)

IF YOU WISH TO SEE THE NUMERICAL VALUES
OF AN AND BN FOR N=}, 50, TYPE YES, OTHER-
WISE TYPE NO,

(1 ]

Action: If YES is typed, then display D4. If the answer is
NO, then display D5,

Display D4: THE DISPLAY WHICH FOLLOWS HAS THREE COL-
UMNS., THE FIRST COLUMN INDICATES THE NUM-
BER OF SAMPLES DRAWN, THE SETOND COLUMN
i$ A NUMBER BN, THE THIRD COLUMN IS A NUM-
BER AN.

Action: Digplay a matrix:
Column 1: N {vailucs 1 to 50)
Column 2: BN = AA + BB*N
Column 3; AN = CC + BB*N

Display D5: THE SEQUENTIAL SAMPLING INSPECTION PLAN
WILL BE AS FOLLOWS:

SAMPLES WILL BE DRAWN SEQUENTIALLY ONE
AT A TIME AND EACH TIME THE TOTAL NUMBER
OF DEFECTIVES WILL BE COMPARED WITH AN
AND BN.

15



Action:

IF THE NUMBER OF DEFECTIVES AMOUNG N SAM-
PLES, DN, IS LESS THAN OR EQUAL TO BN, THEN
ACCEPT THE LOT,

IF DN IS GREATER THAN OR EQUAL TO AN, THEN
REJECT THE LOT,

I¥ DN 1S BETWEEN BN AND AN, THEN DRAW AN-
CTHER SAMPLE AND REPEAT THE PROCESS,

Then call EXIT.




System Reliability Analyeis

The following is & description o/ 3 procedure for evaluating

the reliability of a system consisting of a set of subsystiems {n enarics

with each subaystem a set of components in parallel. The user need

only specify the number of subsystems, the number of components

in each subsystem, and the mean time to failure for each compo-

nent, He may then obtain the probability that the system survives

to any specified time,

Display:

Frame }:

Action 1:

Frams 2:

THIS PROCRAM PER.ITS AN ANALYST TO UBTAIN
THE PROBABILITY OF SYSTEM SURVIVAL TO ANY
ARBITRARY TIME FROM KNOWLEDGE OF THE

MEAN TIME TO FAILURE FOk EACH COMPONENT,

THE SYSTEM I5 A SET OF SUBSYSTEMS IN SERIES
FOR WHICH EACH SUBSYSTEM IS A SET OF COM -
PONENTS IN PARALLEL., THATIS, THE SYSTEM
FAILS WHEN ANY SUBSYSTEM FAILS AND A SUBSYS-
TEM FAILS ONLY WHEN ALL ITS COMPONENTS
FAIL,

ARE YOU WILLING TO ASSUME AN EXPONENTIAL
RELJABILITY FUNCTION FOR EACH COMPONENT?

NOTE: THE EXPONENTIAL RELIABILITY FUNCTION
IS OFTEN AT LEAST A GOOD APPROXIMATION TO
THE TRUE RELIABILITY FUNCTION, 1T 1S THE
APPROPRIATE RELIABILITY FUNCTION FOR ANY
COMPONENT FOR WHICH FAILURE IS PRIMARILY
DUE TO CHANGE RATHER THAN WEAR,

The answer can be yes ¢cr no, If the answer is yes,
to to Frame 3. If the answer is no, go to Frame 2.

AT THIS STAGE, THE PRESENT PROGRAM HAS
NOT INCORPORATED THE OPTION OF RELIABILITY
FUNCTIONS OTHER THAN THE EXPONENTIAL,

17



Action 21

Frame 3;

Action 3:

Frame 4:

Action 4:

Frame §:

T —————

IF YOU REQUIRE THE USE OF A DIFFERENT RE-
LIABILITY FUNCTION, YOU SHOULD PERFORM
THE ANALYSIS BY ANOTHER METHOD,

WCULD YOU LIKE TO ASSUME AN EXPONENTIAL
REILJABILITY FUNCTION FOR EACH COMPONENT
AND USE THE RESULT AS A FIRST APPROXIMATI " N?

1f the answer is yes, go to Frame 3, If no, go to
PROGRAM TERMINATED,

DOES THa SYSTEM CONSIST OF SUBSYSTEMS WHERE
THE SUBSYSTEMS ARE IN SERIES AND THE COM-
PONENTS OF EACH SUBSYSTEM ARE IN PARALLEL?
{NOTE: IT If NOT NECESSARY THAT COMPONENTS
IN A GIVCN SUBSYSTEM BE IDENTICAL).

NOTE: THE SUBSYSTEMS ARE IN SERIES IF THE

SYSTEM FAILS WHEN ANY ONE SUBSYSTEM FAILS,

A SUBSYSTEM EAS ITS COMPONENTS IN PARALLEL

IF THE SUBSYSTEM FAILS ONLY WHEN ALL ITS -
COMPONENTS HAVE FAILED,

If the anawer ias yes, go to Frame 5; if no, go to
Frame 4.

THE rRESENT PROGRAM IS NOT DESIGNED TO
HANDLE YOUR SYSTEM., IT MAY BE POSSIBLE TC
BREAK YOUR SYSTEM DOWN INTO SUBSYSTEMS,
EACH OF WHICH IS OF A FORM REQUIRED FOR
THIS PROGPAM,

DO YOU WISH TO START UVER?

If the answer is yee, go back to Frame 1. 1f no,
display: SORRY, AT THIS STAGE, THE PRESENT
PROGRAM iS5 NOT DESIGNED TG HANDLE YOUR
SYSTEM, PROGRAM TERMINATED, GO TO PRO-
GRAM TERMINATED,

SPECIFY THE NUMBER OF COMPONENTS IN EACH
SUBSYSTEM IN ORDER, FOR EXAMPLE, 3, 4,17,2, 2,
INDICATES A SYSTEM OF FIVE SUBSYSTEMS3, TEHE

18




Action 5;

Frame 6:

Action 6:

Frame 7:

Action 7;

Frame 8:

FIRST OF WHICH CONTAINS 3 COMPONENTS, THE
SECOND 4 COMPONENTS, THE THIRD 7 COMPO-
NENTS, ETC.

NOTE: YOU ARE LIMITED TO A MAXIMUM OF 20
SUBSYSTEMS AND EACH SUBSYSTEM 1S LIMITED
TO 30 COMPONENTS.,

The answer will be a vector of positive elements
{(with no more than 20 elements each of which is a
positive integer less than 31). Call thio vector P.

ENTER DATA FOR FIRST SUBSYSTEM. YOU SHOULD
ENTER THE MEAN TIME TO FAILLURE FOR EACH
COMPONENT IN THIS SUBSYSTEM. THEY MAY BE
IN ANY ORDER,

The anawer will be a vector of nonnegative numbers,
the total number of which is identical with the first
element of the vector P,

ENTER DATA FOR NEXT SUBSYSTEM. YOU SHOULD
ENTER THE MEAN TIME TO FAILURE FOR EACH
COMPONENT IN THIS SUBSYSTEM,. THEY MAY BE
IN ANY ORDER.

A vector of nonnegative numbers should be entered.
The size of this vector should be equal to the element
in the vector P corresponding to this subsystem.

After the data is entered, if there are more subsystems,
data to be entered (as indicated by the number of ele-
ments in P) repeat {rame 7 (this is a loop). If data

is sufficient, as indicated by the vector P, display
DATA CCMPLETE and go to Frame 8.

YOU MAY NOW EVALUATE THE PROBABILITY OF
SYSTEM SURVIVAL TO ANY SPECIFIED TIME. EN-
TER THE TIME POINTS FOR WHICH YOU REQUIRE
THIS PROBABILITY. YOU ARE LIMITED TO 50 TIME
POINTS AND THEY MAY BE IN ANY ORDER. THE
OUTPUT WILL INCLUDE YOUR TIME POINTS, TYPE

19
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Action 8:

Frame 9:

Action 9:

Frame 10;:

Action 10:

Frame 11:

Action 11:

Frame 12:

HEVALY WHEN YOU ARE FINISHED WITH YOUR
DATA INPUT,

The answer will be a vector of positive values with

a2 maxirnum of 50 elements. Call thia vector T. When

EVAL is typed, perform the operation REVAL P, T, M=R *
{defined at the end of this write-up) where this opera-

tion evaluates the systam reliability function for each

value in the vector T. The output vector F. is the re-

quired set of reliabilities. ¥ has been previcusly de-

fined. The vectors T and R are displayed side by side.

Go to Frame 9,

DQ YOU WISH TO EVALUATE THE PROBABILITY
OF SYSTEM SURVIVAL FOR ADDITIONAL TIME
POINTS?

1f the answer is yes, go to Frame 8; if no, go to
Frame 10,

WOULD YOU LIKE TO CONSIDER CHANGING YOUR

SYSTEM FOR PURPOSES CF COMPARISON? FOR

EXAMPLE, YOU MAY WISH TO CONSIDER THE EF- .
FECTS OF INCREASIIIG THE NUMBER OF COMPO-

NENTS IN ONE OR MORE SUBSYSTEMS TO INVESTI-

GATE THE IMPROVEMENT IN SYSTEM RELIABILITY,.

If the answer is yes, go to Frame 11; if no, go to
PRCGRAM TERMINATED,

DO YOU WISH TO CHANGE OR DELETE ANY OF THE
PREVIOUSLY SPECIFIED SUBSYSTEMS?

If the answer is yes, go to Frame 12; if no, go to
Frame 15.

ENTER Al FOR EACH SUBSYSTEM YOU WISH TQO
CHANGE, A 0 FOR EACH SUBSYSTEM TO BE LEFT

UNCHANGED, AND A 2 FOR EACH SUBSYSTEM TO .

BE DELETED, (YOU SHOULD MAINTAIN THE SAME
ORDER AS USED PREVIOUSLY FOR THE SUBSYSTEMS).
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Action 12:

Frame 13:

Action 13:

Frame 1 4:

Action 14:

Frame 15:

Action 15:

The data for subsyatems correcponding to each 2 should
be deleted. The data for each subsystem corresponding
to a 0 should be retained, The data for each subsystem
corresponding to a 1 should be displayed for change,
one subsystem at a time., Upon display, any part of

the subsystem data may be "erased' and replaced by
new data i.e., if there are any changes in a subsystem -
(if at least one | is entered for Frame 12) then display
the original data for the first subsystem to be changed,
head it with the statement of Frame 13 and pc to Frame
13, If these are only deletions and no changes, go to
Frame 15.

DO YOU WISH TO ERASE ANY DATA IN THE FOL-
LOWING SUBSYSTEM? YOU SHOULD ERASE ANY
DATA YOU WISH TO ELIMINATE OR CHANGE,

If yes, retain data display but replace heading with
statement of Frame 14 and go to Frame 14. If no,
retain data display under the heading of Frame 15,
and go to Frame 15,

ENTER THE DATA TO BE ERASED, THE ENTRIES
MAY BE IN ANY ORDER BUT IF THE SAME NUMBER
IS TO BE ERASED MORE THAN ONCE, YOU MUST
ENTER IT AS MANY TIMES ASIT 1S REQUIRED TO
BE ERASED,

Positive numbers identical to some of the subsystem
data are entered. All corresponding elements of the
subsystem data are deleted, one for each erasure
entry. The corrected data is displayed under the
heading CORRECTED DATA. When GO is typed, the
corrected data is retained in display with the state-
ment of Frame 15 in the heading. Go to Frame 15,

DO YOU WISH TO ADD COMPONENTS TO THIS SUB-
SYSTEM?

If yes, go to Frame 16. If no and there are no additional
subsystems to be changed, go to Frame 17, otherwise
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insert data {or next subsysiem to be changed into
Frame 13 and go to Frame 13, This is a loop.

Frame 16; ENTER THE MEAN TIME TO FAILURE FOR EACH
NEW COMPONENT AND TYPE ADD WHEN YOU ARE
FINISHED ENTERING NEW DATA, NOTE: THE TOTAL
NUMBER OF COMPONENTS IN A SUBSYSTEM MAY
NOT EXCEED 30.

Action 16: A vector of positive numbers is entered. The total
number of these elements plus the total number of
subsystem data left after erasure should not exceed
30. When ADD is typed, the entered data should be
included with the corrected subsystem data and dis-
played under the heading COMPONENT MEAN TIMES
TO FAILURE FOR NEW SUBSYSTEM, When GO is
typed, if no more subsystems are to be changed, go
to Frame 17, otherwise insert data for next subsystem
to be changed under the statement of Frame 13 and go
to Frame 13.

Frame 17: DO YOU WISH TO ADD MORE SJBSYSTEMS TO THE
SYSTEM?

Action 17: If yes, go to Frame 18; if no, go to Frame 21.

Frame 18: SPECIFY IN ANY ORDER THE NUMBER OF COM-
PONENTS IN EACH SUBSTEM TO BE ADDED TO
THE SYSTEM. FOR EXAMPLE, 2,5 INDICATES
THAT YOU REQUIRE TWO ADDITIONAL SUBSYSTEMS
WITH TWO COMPONENTS IN THE FIRST SUBSYSTEM
AND FIVE IN THE SECONL,

NOTE: THE TOTAL NUMBER GCF SUBSYSTEMS MAY
NOT EXCEED 20.

Action 18: The answer will be a vector of positive integers. .

Frame 19: ENTER DATA FOR FIRST SUBSTEM TO BE ADDZD,
YOU SHOULD ENTER THE MEAN TIME TO FAILURE :
FOR EACH COMPONENT IN THIS SUBSYSTEM, THEY
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MAY BE IN ANY ORDER,

NOTE: THE TOTAL NUMBER OF COMPONENTS IN
A LUBSYSTEM MAY NOT EXCEED 30,

Action 19: The answer will be a vector of nonnegative numbers,

! the total number of which is identical with the corres-
ponding element of PP. If there are more subsystems
to be added, go to Frame 20, otherwise go to Frame 21.

Frame 20: ENTER DATA FOR NEXT SUBSYSTEM TO BE ADDED,

YOU SHOULD ENTER THE MEAN TIME TO FAILURE
¢ FOR EACH COMPONENT IN THIS SUBSYSTEM, THEY
: MAY BE IN ANY ORDER,

Action 20; The answer should be a vector of nonnegative numbers
the total number of which must be equal to the corres-
ponding element of PP. If there are more subsystems
to be added, go to Frame 20 (this is a loop), otherwise
go to Frame 21.

Frame 21: DO YOU WISH TO SEE THE COMPONENT DATA FOR
THE ENTIRE NEW SYSTEM?

Action 21: All changed, unchanged, and ncw subsystem data are
organized into the proper formn for a new system, A
new vector PPP is defined for which the itB element
indicates the number of componenis in the new ith gub-
system, The vector PPP defines the form cof the new
system.

If no, go to Frame 22. If yes, display data for entire
system with each subsystem numbered. Go to Frame
22.

Frame 22: YOU MAY NOW EVALUATE THE PROBABILITY THAT
THE NEW SYSTEM WILL SURVIVE TO ANY SPECIFIED
TIME, ENTER THE TIME POINTS FOR WHICH YOU
REQUIRE THIS PROBAB.LITY. YOU ARE LIMITED
TO 50 TIME POINTS AND THEY MAY BE IN ANY

_, ORDER., THE OUTPUT WILL INCLUDE YOUR TIME

; POINTS, TYPE EVAL WHEN YOU ARE FINISHED

- WITH YOUR DATA INPUT,
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Action 22:

Frame 23;

Action 23:

Frame 24:

Action 24:

The answer will be a vector of positive values with

2 maximum of 50 elements. Call this vector TT.
When EVAL is typed, perform the operation REVAL
PPP, TT = RR, where this operation evaluates the sys-
tem reliability function for each value in the vector
TT. The cutput vector RR is the required set of re-
liabilities. PP has been previously defined. Display
TT and RR side by side. Go to Frame 23.

DO YOU WISH TC EVALUATE THE PROBABILITY
OF SYSTEM SURVIVAL FOR ADDITIONAL TIME -
POINTS?

I1i yes, go to Frame 22; if no, go to Frame 24.

DO YOU WISH TO CONSIDER ANOTHER CHANGE IN
YOUR SYSTEM FOR PURPOSES OF COMPARISON?

I1f yes, go to Frame 11 and use new system data. If
no, go to PROGRAM TERMINATED,
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The following is the FORTRAN program for evaluating the

system reliability program. The subroutine is identified by:
REVAL P, T, M =R

Where P is the vector which defines the form of the system, T is
the vector of time points, M is the vector of mean times to failure
for every component in the system (arranged so that the components
for the first subsystem are first, for the second subsystem are
second, etic), and R is the output vector of reliabilities. The
FORTRAN program is :

SUBROUTINE REVAL (JP, T, M, K, N, R)
DIMENSION J¥(1), T(1), M), R(1)

DO 20 I=1, N

Ri=1.

U=
DO 21 J=1,K
RiIJ =1,0
Ul= U+ JP(J) ~ 1
DO 22 L=U, Ul
22 RIJ = RiJ* (1. 0-EXPF(-T(1)/M{L)}})
U=Ul+1
R1J = 1.0-RLJ
21 RI = RI*RLJ
20 R({I) = RX
RETURN
END(1,1,0,0,0,0,1,1,0,1,0,0,0,0,0)
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TASK I INVESTICATION OF INTEGCRATED COMPUTER

ORIENTED INFORMATION RETRIEVAL TECHNIQUES

This task is concerned with a study of information retrieval
techniques, and the development and expansion of computer pro-
grams to aid in applications,

2.1 Statistical Word Association

The edited input text, i.e., with common words removed
and the remaining words normalized to canonical form, was run
against the completed word pair generator program. This 7040
program produces, for each sentence in the text, a list of all the
word pairs in that sentence. Word pairs are not generated by order
but simply by occurreace. That is, if words A and B occur in the
sentence, only one of the pairs AB and BA is produced. Since each
word is replaced by its dictionary number, and since the number
of dictionary entries for the text is approximately 15,000, one ma-
chine word is sufficient for each word pair. The sentence word
pairs are serially added to the list of word pairs for the text. There
were approximately 2.8 million word pairs in the sample. These
pairs were sorted by a standard sort program. After sorting, an-
other 7040 program combined equal word pairs and produced, for
sach non-unique pair, an entry containing the pair, the frequency

of each word of the pair, the pair frequency, and the expected pair
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frequency under the assumption that their co-occurrence in sen-~
tences was independent, A 7090 program has been completed which
will eliminate those pairs for which the observed frequency has a
probability greater than .0} of occurring, under the assumption
that the data follows a Polsson law, The calculation of probabilities
is done with a routine taken from the STORM package. It is es-~
timated that the run will take approximately four hours.

We now propose the development of a look-up program for
the word pairs which remain after the 7090 elimination run, Present
plans are to use the 7040-130]1 system in order to reduce look-up
time.

2.2 Adaptive Thesaurus

The first part of Appendix 1l contains a detailed description of
properties and functions of indexing systems. This leads to a statement
of motivation for an adaptive thesaurus. To {it this approach into a gen-
eral framework, various kinds of indexing languages are described.

A thesaurus is then considered as an explicit semantic dictionary in
such a language. The paper is tutorial and contains

a} a definition of indexing;

b) the labeling process;

c¢) the dependence of content on the intent of the user;

d) the problems of keywords which have to reflect potential

future requests;
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e} the two types of transiation required {document content
into indexing languaye and query into indexing language};
f} the types of grammars (assoclation with direction, prox-
imity, &tc);
g question of semantics {canonical form of index terms,
thesauri);
h} differences between machii.e transiation and informaiion
retrieval,
The second part of Appendix Il contains a discussion of some
quantitative parameters for the evaluation of the efficiency and cost
of indexing, On the basis of such parameters, some of the problems
of designing an indexing system are discussed in qualitative terms.
Cuantification of such qualitative properties is suggested utilizing
experimental results to be obtained with the aid of an adaptive thesaurus.

2,3 English Text Query System

2.3, 1 Modification of Encod'm}

One modification has been made to the system to alter the
method of storing data. This results in a large reduction in storage
requirements and a substantial increase in operating speed.

A second modification to the query processor is being made

to permit more general and versatile queries.
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The new data storage method is a second data conpression
scheme to be incorporated in the system. To review very quickly
the first scheme consisted of developing a word list of all distinct
words in the data file, together with their frequency of occurrence,
and assigning a code number to sach word in the list, using short
code numbers for the most frequently occurring words. The code
number was then substituted for each English word in the text, re-
sulting in a large reduction in the amount of storage required for
the encoded text, For the text being used - the claims portion of
a U.S. patent file - the reduction was about four-fold.

The new data compression technique is being used in the dic-
tionary {''word list'") part of the file. In addition to containing the
English word and the code number, the claim numbers of the claims
containing the word are also stored with the word. In the past, this
was only done if the word occurred in less than six claims. It would
have been desirable to do this for all words, but the list of claim
numbers was excessively long for many common words.

The compression techniques to alleviate this problem might

best be illustrated by an example.

COMPOSITE 462, 463, 464, 465
466, 469, 470, 473
2456, 2457, 4428, 4431

4432
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There are occurrences of the word "COMPOSITE" in 13
claims. Since :laim numbers in the present f{ile zan go to about
18,000, a raive listing of numbers would require & cecimal digits,
or 15 binary digits for each claim number. .

The encoding scheme takes advantage of the fact that these
numbers tend to occur in Ybursts,” that is, there are often several
claim numbers which are close together numerically, and more
specially, several consecutive claim numbers.

The encoding procedure is:

1} Record the first claim number as an 18 bit gquantity,

2) Take the difference between adjacent claim numbers in

the list.
3) If there is more than one consecutive difference of 1
{i.e., two or more consecutive claim numbers),
record a 6 bit code character 75 {octal), followed
by the number (+1) of consecutive claim numbers
{assumed for the moment to be less that 61).
4) 1f step 3 does not apply but the difference is less than
61 (75 Octal) record the difference as a 6 bit quantity,
5) I the difference .s greater than 61, but less than or equal to
4095, {7717 Octal) record a 6 bit code 76 (Octal),

followed by the difference as a 12-bit quantity,
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€} 1f the difference is greater than 7777 {Octal) record a
6-bit code of 77 {Octal) followed by the difference,
as an 18-bit quantity.

The choice of six bits as a unit of length for code words was
partly « matter of convenience and partly of experiment, Some
further attention will be given to looking for a rule for the determin-
ation of the encoding rules for more general files,

The resulting calculations for the examples are shown in

the table below.

Claim Number Difference Encoding
Decimal Octal Octal Octal
462 716 -- 00 07 16
463 717 1 7507
464 720 1 - o - -
465 721 1 - - - =
466 722 1 - - - =
469 723 1 - - a
470 724 1 - . - -
473 731 5 05
2456 4630 3677 76 36 77
2457 4631 1 01
4428 10514 3663 76 36 63
44131 10517 3 03
4432 10320 1 o1
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The compressed code requires 90 bits, compared to the
original requirement of 13 x 15 - 195 bits. Data is still being col-
lected on ithe exact savings possible with methods of this type.

2.3.2 Extension of Query

The query processor is being modified to accept more general
query specifications. Ags first developed, the processor would accept
a number, N, of words or phrases as “acceptance words,' and any
number of "rejection” words. A search could be made on a combina-
tion of two criteria;

1} find all claims containing at least M out of the N phrases;

2) but discard any claim that contains any ""rejection' word.

For example, four relevant words might be "magnetic, "
“storage,' "core,' "memory, " and retrievals might be based on
finding at least any three of the four words.

However, a search would probably be more accurate if it
were based on finding

one of the two words "magnetic," 'core"
and one of the two words '"memory," "storage. "

This request was not possible with the original system, but
will be easily handled in the modified version,.

The modified system will accept and interpret queries
according to the following simple rules:
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1) Typing in a word or phrase {i.e,, any string of alpha-

numeric characters) will establish that phrase
as a criterion for retrieval,

2) Depressing & '"combination' key {one of the CCC Process
Keys) will combine the preceding two criteria
according to the appropriate rules and establish
it as a new criterion, replacing the previous two
criteria,

3) A search can be made whenever only one criterion remains,

For example:

Keyboard Input Means that any one claim should be

retrieved which contains:

Type "Memory" the word "memory"
Type ''Storage" the word '"storage’’
Depress OR either the word "storage’ or "memory"
or both
Type "Magnetic” the word ""magnetic'!
Type ""Tape" the word ''tape'
Depress AND NOT the word ""magnetic' but not "tape'
Magnetic the word "magnetic"
Drum the word "drum'"
AND NOT the word '"magnetic’' but not ‘'tape"
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OR "magnetic' but not "tape’ or magnetic

but not "drum"

which is the same as “"magnetic” but not

{"'drum' or “tape'}

AND {"memory" or “'storage') and {magnetic

but pot {"drum* or *tape'?))
If the "Search" key i now depressed, the search will be made

on the basia of the last criterion.

2.3.3 Application of cleax text system to formatted files

it became apparent recently that the present Unformatted file
system will work very affectively as a query system for a formatted
file. We are considering creating a test file to verify the eane of use.

2.3.4 Processing of data

An enlarged file of patent claims has been reprocessed to
create a disk with the new compressed format. The new disk will be

tested in the near future.
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TASK II INVESTIGATION OF MULTI-PROCESSING

TECHNIQUES FOR INTELLIGENCE INFORMATION PROCESSING

This task is concerned with the extension of operational multi-
programming systems, and the development of procedures {or multiple-
console appiications,

During the period covered by this report, program processing,
loading, and testing as an integrated operation was successfully per-~
formed under control of the AN/GYA multiprocessor, This feature
permitted the updating of the library of the statistical language during
AN/GYA monitor operation. This feature is especially useful for
the modification and extersion of programs for all applications of
the AN/GYA system.

The programming for the establishment of the link between '
the FMS system and the AN/GYA monitor has progressed to the stage
that first experiments on operation are expected toward the end of
July.

A dynamic allocation scheme of tapes has been included,
which permitted multiprocessing of all AN/GYA programs with
SORT/MERGE operation. This mode of cperation was not possible,

in the past, for some of the applications (e. g., the statistical lan-

guage).




TASK IV INVESTIGATION OF COMPUTER
CONSOLE INPUT AND DISPLAY

This task is concerned with a study of graphic devices for
input and output in a man-computer interface. During the period
under review, emphasis has been laid on a study of methods of proc-
essing graphic and text data for visual presentation. In context with
the earlier works reviewed, the theories of languages for picture
processing ars being investigated. A special study is being carried
on into the presentation of “display" mathematical workings.

4.1 Processing of Graphic and Text Data

4.1.1 Bunker-Ramo Corpouration - Professor Glenn J. Culler

The early work of Culler and Fried in California indicates
a certain success in the provision of on-line console facilities for
scientists. Certain psychological insights obtained by them may
prove of general value in the design of consoles, viz: It is found
that continuous console operation for less than one hour or more
than two hours tends (o provide the user rather unsatisfactory re-
sults. Alszo a computer reaction time of less than 1/10 second is
unnecessary; however, a delay of more than 1/10 second begins to
make the human operator uneasy.

The Culler report describes an on-line Computing Center

for Scientific Problems. It is designed and programmed so that
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on the Interface, FUNCTIONS rather than NUMBERS arc the elements
on which the commands operate.

Graphical output is via 2~17 inch CRT's with line-drawing
capability. Alphanumeric output is via an eight inch CRT and a Flex-
owriter,

Thirty COMMAND buttons are provided which can be defined
directly or recursively or by keyed-in programming, with the further
possibility of multiplying the number of available commands through
a system of ‘'overlay' - each overlay being called just like a
COMMAND,

The FUNCTIONS in the machine are represented by a max-
imum of 101 samples (100 intervals)., Thus the equivalent of an ac~
cumulator'’ can be thought of as 101 memory words, Twenty-four
buttons are provided in order to identify function storage shelves
and a final set of buttons provides the arithmetic +, -, 0, 1...9.

Because the operator can define new "commands" (e.§.,
SINE, COTH INVERSE, etc.) at the keyboard, he finds it "possible
to build & representation, in the computer, of those analytical tools
he believes valuable for a particular problem or problem area....
he is able, using only the concepts of classical mathematics, to

create his own machine language, one tailor-made to his own needs."

37




A further report on this work will be given after some clar-
ifications have been received,

B e qmmm@?@ '

4.1,2 The Algorithmic Theory of Language presented by Ross and

the List-Structure approach used by Evans and others are found to

reipp f;! H,

x overlap. Moast practical approaches to picture processing have been

found, however, to use rather specialized mechanisms and it is be-

lieved that it will be some time before a generally n-zitable formal

theory is developed. This area of Study and Investigation does not

yield rapidly to a clear understanding of the processes ai work and

] since it is in the greatest state of flux, will need more and continuing
work.

4.1.3 "Display'* Mathematical Workings

Console text and graphical output systems have continuously
increased their capability from alphanumeric (5 x7 bit) characters

to lines, circles, conics and more complex figures. However, the

rather important area of presenting mathematical workings has not

yet found any solution, Approaches that are being studied by us in-

clude the "Teager Tabie" system of analog-digital representation (a
working model will be inspected shortiy when it has been installed

at MIT) and the work of Minsky and his students.

Mathematical display equations are highly stylized devices
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for communicating concepts and relationships. The optical, psy-
chological and operational bases for ‘‘standard” representation are
being investigated through a study of American Mathematical Society
and A.1. P, practice, as well a» of such standard publications as
the Proceedings of the Royal Society, ZAMM, Journal of the SLAM,
etc. Obviously much of what is accepted today as ""standard practice
is due to the exigencies of typewriters, typesetting machines and
printer!s type. Mot all these conventions are valid or useful for
CRT displays.

Aws yet, very little work is published in this area and hence
reliance is laid on personal discussions with other workers and our
own detailed study of certain classes of problems in mathematical

display.

4.2 Systems Coneiderations. The Engelbart Report

The man-machine information system at the Stanford Research
Institute is based on the philosophy of a report which projects lines
of research in the field of Text and Graphic on-line man-computer
interaction. This is the report entitled "Augmenting Human Intellect -
A Conceptual Framework' by D. C. Engelbart (Stanford Research Inst. )
In this work, Engelbart finds a perspective within which man-

machine interaction may effectively be viewed. By analysing
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intellectual activity itself and determining its basis i» linguistic
structure and symbol manipulative skills, he develops a hierachy
of augmentation systems., Below we shall paraphrase his analysis
of human intellectual activity and list some of the capapilities en-
visioned for a well-developed augmentatiou system,
Stagus vi Development
a. Concept Manipulation
The ability to ‘'visualize'" abstractions and conceptions,
Concepts are non- erbalized and unprocessed.
b. Symbol Manipulation
Important step toward the ability to think in symbols rather
than specific concepts. Emphasis here is on internal storage
and manipulation, not communication. Example: A shepherd
can keep track of his flock by counting sheep rather than by
recognizing them. This amounts to having a crude, internal,
language.
¢, Manual, External Symbol Manipulation.
The next stage is the facility to store, externally, the sym-
boles used,
Rate and Direction of Evolution in Thinking

There are theories that class languages among "self-crganizing
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systems®, where vver a period of time guite subtle relationships
among interacting elemenis can significantly influence the evolution
of the system,

Korzybeki and Whorf have argued that the language we use af-
fects our Jhinking to & considerable extent. They say that lack of
words for scme types of concepts makes it hard to express these con-
cepts. This leads to a Whorfian Hypothesis: The world-view of a
culture is limited by the atructure of the language which that society
uses. Engelbart offers a Neo-Whorfian Hypothesis based on the
preceding discussion.

Both the language use by a culture and the capability for intel-
lectual activity are directly affected during their svolution by the
means with which individuals control the external manipulation of
symbols.

The Neo-Whorfian Hypothesis suggests that using a computer
for manipulation leads to a fourth stage of development in Thinking.

d. Augmented External Symbol Manipulation distinguished
by the Very Rapid Rate of manipulation with a Minimum
Amount of Information supplied by the human.

In this stage, both the types of manipulation and the rate of

creation of new aymbols and new formats in which they can be mani-

pulated miy be expected to be considerably greater than before.
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Specific Graphic Capabllities of a Computer
Engelbart visualizes an aigmentallon system of the future in
operation, describing in general terms the capabilities of the com-
puter and interface. These may be divided into two general classes -~
systems for acceptfing symbol structures from a human operator, and
systeme for enabling the human to manipulate symbol structures in
an augmented way.
As aids to feeding-in text, the following facilities are visualized:
2 Display Screens - Used horizontally, rather like drafting tables.
One shows the input string and the other, a feedback, pro-
vides channel from the computer (see below).
2 Lightpens - One for each hand or acreen; used in conjunction
with keysets,
2 Keysects - One for each hand.
The keys are not merely alphanumeric, but allow for additional
symbols and for cse in a "shorthand' mode for rapid insertion of
text., Single keys for bigrams and trigrams such as "ed" and "ing"
provide speed without resorting to phonatic shorthand,
The keys can aisc be used to call for dictionary entries, syno-
nyms, antonyms, etc. and to attach abbreviated labels to long strings,

Keys can also be used to structure input text in other forms
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than a simple string; for example, in developing an argument, the
pouints would be listed vertically.

Artifact processes to aid in the manipulation of aiphanumeric'
texi are visualized as functioning much as a "copy editor’.

Functions provided by lightpen-keyset combinations are de-
signed to provide flexibility to the user in changing and ¢- ¢ ing
ideas, argument-chains, etc.

Delete Word/Character; Irsert Word/Character; Re-Justify
are the more obvious "proofr services, On a higher level,
are Change Paragraph Break; Delete String; Move String to New
Position (string to be moved and new location indicated by lightpen);
Re-Adjust Margin; Change to Double Column Format; Adjust Column
Widths so that two parallel columns are equal length; Change Struc-
ture of text presentation from string to nodal to lattice, etc.

It is of interest to note here that, allowing for cruder lightpen
facilities, the lightpen-console Edit program developed by Inforonics
performs many of the functions described above, and is structured
to permit all of them.

Variable column width; Re-justification; Declete Character/
Word/Sentence; Insert Character/String, etc. are already integral

to the Inforonics Edit/Display program, for which a special keyset-
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ole was developed. A larger memory than provided by the
PDP-1 would enable provision of the shorthand, labelling of strings
and dictionary facilities.

Work performed on man-machine information systems at
Stanford Research Institute following the Engelbart Report will be
covered next, on the basis of the SRI Report of November 1963 and
the Users' Guide for the SRI system as of April 1964. Facilities
developed appear to be parallel to those developed by Inforonics
with some additional sophistication. In particular, the indexing and
storage of personal files for rapid access and dispiay has received

special attention,
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TASK V INVESTIGATION OF AUTOMATED PROGRAM

DEBUGGING TECHNIQUES

This task is concerned with a study of methods and develop-
ment of computer programs which permit debugging of programs
or program segments from a console.

Temporary reassignment of programmers during March and
April caused an interruption of progress on this task. During the
last month covered by this report, programming has been resumed.
The coding for the facllities described on pages 40-43 of Quarterly
Report No. 1 is now actively under way. These facilities are ex-

pected to be Teady for testing in early July.

46




s
w"k,&“‘ .

APPENDIXK 1

NONCENTRAL STATISTICAL DISTRIBUTION

PROGRAMS FOR A COMPUTER LANGUAGE®
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ABSTRACT: Some of the numerical analysis problems have been
discussed in connection with evaluating the incomplete probability

i integrals and also the quantities of commonly used statistical non-

; central distributions, e.g., noncentral chi-square, noncentral Beta,
noncentral F and noncentral t distributions. The methods most suit-
able for digital computers from the point of view of computer time and
accuracy have been discussed. FORTRAN routines for evaluating the
i incomplete probability integrals and quantities of these noncentral

; distributions have been developed and are given in this report
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1. INTRODUCTION

In an earlier report {3}, the authors discussed some numerical
techniques used in the development of statistical disiribution programs
for a statistical computer language. Included in this report were
Fortran programs for the Normal, Gamma, Beta, Student’s t, and
F distributions. The present report extends the discussion to the
noncentral forms for these distributions and includes the correspond-
ing Faortran programs.

Though the noncentral distributions are very useful in statistical
analysis yet very little attempt has beern made to develop good pro-
grams because of the complex nature of the noncentral distributions.
The difficulties of programming are greatly increased when high degree
of accuracy and wide range of admissibility of the parameters are
required. To achieve a desired degree of accuracy certain boundary
conditions had to be impcsed. These are:

{1) All the parameters of the noncentrai distributions were
restricted to the range 10-8 10 108, {Accuracy ol the
results outside this range becomes doubtful due to the
countless arithmetic operations involved in the calculations.)

(2) Regardlese of the choice of the input (parameter values,

abscissa, or probability) the results were required to be
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correct to at least five significant digits. Due to this
requirement the calculation time for some of the routines
may be lengthy {2 or 3 minutes) when the value of the
noncentrality parameter is large.

Various approaches for evaluating noncentral distributions by
approximate formulae have been suggested in the literature (8). (10)
but upon investigation it was found that most of these give no more
than two-place accuracy for values of noncentrality parameters as
large as 50. Since programs for central distributions had already
been developed by the authors (3}, an attempt was made to make use
of the fact that a noncentral distribution can often be expressed as an
infinite sum of weighted central distributions, with the weights being
Poissun terms. It was discovered, however, that with the latter
approach the programs consumed too much time and it was extremely
difficult to maintain sufficient accuracy. Fortunately, a simple modi-
fied technique for evaluating the infinite sum greatly increased the
accuracy and decreased the computation time. This approach is used
in the present report to evaluate the noncentral XZ and noncentral

Beta distributions. It is also shown that these results can also be

used to evaluate the noncentral Gamma. F, and t distributions.




2. NONCENTRAL CHI-SCUARE DISTRIBUTION

The density function of the noncentral xg variate is given by {Z 1}

-x/2 syl2 miz+ -
1/ a”‘f ym; i~1

fumy) = $ e (v/2) (2. 1)
=0 it It ,
L e {mil + ‘})

where \ is the noncentrality parameter and m is the degrees of free-

dom. The routine developed for evaluating the incomplete probability
integral of the noncentral xzis defined by
NCHIX (X, DF, ¢, P, 2) (2.2}

where X, DF, C, P, and Z are, respectively, matrices (all of the
same size) of abscissas, degrees of freedom, nuncentrality parameters,
probabilities, and ordinates. The first three are input matrices, while
P and Z are output matrices. For each x in X the routine (2. 2) calcu-~
lates the probauility

%

p= J £\, m, y) dy (2.3)

o

and the ordinate

z = f(\nva)

withm, N\, pand z being the elements of DF, C, P, and Z, respect-

ively, which are in the same pusition as x in X.
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The inverse routine is given in {2. 4)
NCHIP (P, DF, C, X} (Z.4)
This routine evaluates the abscissa {quantities] for & set of input
matrices, P {probabilities), DF (degrees of freedom), and C {noncen-
trality parameters). The result is a rmatrix of quantities, X, each
element of which is associated with the corresponding elements of
the input matrices.

The routines (2. 2} and (2. 4) require the direct or inverse evalua-

tion of:
x
Jx{x.m) ] J f{x, m, y} dy
o
- Z P(\/2,j) T (m+2)) (2.5}
§=0
where
P2y = e MEnsay 1 ryen (2.6)
and
x
. /2 i
J (m+2) = Jeyl' y a2 dy (2.7)
2(m+2;)/2 I ((m+25)/2)

A methou for evaluating J,{m) has been discussed in detail by
the authors (3), h .wever, a faster method based on continued fraction

will be discussed here. This method is due io Laplace and is given in

I
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{4, A shgnt moaitical, 00 Lapidee 8 furfil caly Lt 31630 0 as

1 -~ -y 4« 1 -z &
— & u” du = £ z i i -a M 2-a
Fia) \ Ay P
4 I".aj z 4 i z 4 1+
2 0 3-a 3 iiei...s (Z.v) ~
zZ4 14 z 4

Jxim +2}) may be evaluated by subatituting a=m/2 + i, z=x/2 in
{2.8) and subtracting the result from unity. By using {ifty terms in
.he continued {fraction it i{s possible to obtain at least 12 decimal
places accuracy. Unfortunately. the continued fraction approach can-
rot be used for the entire range of the parameters. I. was fcund that

for the range of the parameters given by (2. 9)
4 <m+ 2j <1000 and x>m~2 and z > .005 {2.9)

it was appropriate 1o evaluate J,(m + 2;) by using continued fraction.
Also, when m+ 2j » 1000 the Hilferty-Wilson {12) transiormalion
proved to be more effective, while in the remaining range of the
parameters the original pricedure presented by tne «utnors ( 3) are
more efficient. Additionally, when the noncentrality parametier is
larger than 2000 (x\ > 2000) the Hilferty-Wilson transiormation has

been used ‘o calculate P()\/2,j).
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obferved thatl il was moure Convenienl 1o 3taert the summal.uh at the

¢

modal value j = L W2

and accwnulate tesms o zithe s side by

i

increasing and decreasing j until the terms becoume smasier than the
desgired degree of accuracy or § becoumes geru. [ atd8 moelnnd of builds
ing the infinite sum by starting at the modal tern: 5.5 been used in
all the other noncentral distributions discussed in this paper.

In evaluating the inverse routine, Newion's method {9} of selving
eguations has been used and if Newton's metnod falicd to converge then
Horner'smethod has been used. For the choice of tne initial point it

has been found that m+ix~2 18 quite satisfactory.
1 Y

3. NONCENTRAL BETA DISTRIBUTION

The density of the noncentral beta distribution is given by

0
iz * i "
f, m,ny) = Z e M RV S § 5 N (3.1)

j=0 jl B{m+j, n)

The routine for evaluating the incomplete probability integral
and tne ordinates of (3. 1) is given by

NCBTX (X, DFi, DFZ, C, P, 2) (3.2)
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wEere @ia e arguinrnlg are
Section £, Of course, nuw, Two degrees o irestom el 3, 3
and D¥ 2, are needed The first of tnese, DFL, ivuives tne degrecsd
of freedorm, m, and the second, ¥F2, apphies to . The routine {3, £)
computes for each value x of X and corresponding parameier values
m, n, and % {i.e., elements of DF1, JFZ, and C in the sarme position
as x is in X}, the probability, p, and ordinate 2z (ine corresponding
elements of I? and Z). The value of z is the ordinate of {3.1) and p is

defined by

x
p=I_(Lma) = B{ f(x, m, a, y) dy (3.3}

The inverse routine given by
NCBTP (P, DFIl, DF2, C, X) (3.4)

computes the quantities, x, for a given probability, p, and specified
parameter values m, n, and )\, where these symbols represent the
same quantities as defined for (3. 2}.

For evaluating the routine {3.2) the incomplete probability integral
was written in the form

o

I (\mn) = % P(\/2,}) I _{m+j, n) (3.5)
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B{m+}j, n}

P

{3.4)

is the incomplete probability sntegral ol a central beta digtribodion,

{3.6) may be evaluated by the technique discussed vy the authors (3}

When the parameters 1a and n are both in the neighborhood of unity

{specifically, when each is within | + 10-85 {3.5) reduces to very

simple forms, which can be used directly instead of going to the

general procedure.

When & = 0 (8pecifically, 0 <xn<i0 =

2

then IX(X. m, n)®x and £{\, m, n, x}* 1, Again, when » ¥ 0 {specifi-

-8\ P o o . P . -
cally x2>10 "), m =1, n=®|], then lxix,, m, n} ® x Exp L(xk-x),f&;}

and f{x, m,n,x) = {1+ x1\/2) Exp [(xk-x)/Zgi . For developing the

infinite sum the same method as discussed in section 2 has been used.

For the inverse routine {3.4} the same method of numerical
4 }

solution of ax equation as discussed i1 Section 2 was used.

The prob-

lem of choice of a good starting point {xg) was solvzad by irial and

error. The following values of xo given in {3.7) seem to work

sat.sfactory
Fur p < .95,

For p> .95,

x
(o]

X
o

= {in-14\/2) / (m+n-2+\;2)

a m-1+30/2) / {(m+n=-2+3)0/2}

95

(3.7)



4 NORCE L N R s T RIBU T

The censily tunclion tor the noncentira, Fodlsirubulion o given by
a3 e»;\;z )2;3 o mid+) /24 ,-1
%, m,ny) = 2: ; e {~) L 14.1}
S it n {(mene 2jife
=0 | {1+my/n}

-
Bermj
The routine for evaluating the incomplete probability integral and
the ordinates of {4. 1} is
NCFX (X, DFi, DF2, C, P, 2) (4. 2)
where the arguments are matrices and have reen defined in Section 3.
The routine (4.2) computes for each value x of X and corresponding
poasanielel values ja, o, & {i.ec., sl2ments of DFIl, DF2, and C in
the same position as x in X}, the probability, p, ard the ordinate, z.
The inverse routine, given by
NCFP (P, DF1, DFZ, C, X) (4. 3)
computes the quantities x, for given probabilities and parameter
values (similar to the inverse routine defined in the previous section,
but for F distribution).
It is weil known that the transformation
(my/n) / (1+ my/n) (4. 4)
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{ xrnfz‘é—j-n‘ | -x) nfi=-1
- tl -
j dx {4.5)
3 Bim 243, n /2

where Fgu = (mF/ny/{1 +mF/n). Thus, (4.2) was obtained by mazaking

the nccessary changes in {3. 2}, For evaluating the ordinate of {4. })
the ordinate of noncentral beta has to be multiplied by m/n.
The inverse routine {4.3) was obtained from (3.4} by first calcu-

lating the Beta value for given valurs of p, m, n, and \ and then

making the neces-ary transformaticn to get the F-value.

5. NONCENWTRAL T DISTRINRU TION
The density of the noncentral t-distribution is
o S) 5 jl2
(uNoy) = 35ROV T (5.1)
i= . N 2 N4l
VN BER Shuds ) T2
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R S
will calculate tae incomplete probabiiity integras ! the noncentral
t-distribution.

parameters,

-
(¥

| €%

tof T
plete probability integral

The arguwments are matrices of input and vulpal
For a given F

t

Pl (LNt = f f{x, N, v} dy

the routine will calculate the sncom -

ks &

mairices.

{5.3)
where N, ), , and p are the corresponding elements of DF, C, and P
The inverse routine

The routine will also calculate the ordinate z given by {5. 1}.

NCTP (P, DF, C, T)
Caivuiaice Lhe yuantitics, 1, §

ST givean g,
ments of P, DF, and C, respectively.

wt
t%,

{5.4)
and h which Lre the ele-

There are a few different methods for evaluating the incomplete

probacility integrai of the noncentral t-dist-ibution, but as the aim of

the present system of programs was to maxe use of the routines already
bution was used.

developed, hence, the method based on incomplete central beta distri-

It is easy to see {4) that (5. 3) can be written as
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where TG s {t /N} /7 {1+t /N} {5,6)

l;) {j +# 1,N/2) and I’T g+ —i—, N/2) are the incomplete
o

Beta functions defined in {3.6). The sign in front of the last term 1in

{5.5) is the same as the sigrn of t. The ordinates (5. 1} can also be

calculated from the ordinates of a central Betadistr.bution, On simpli~

fication, {5.1) may be reduced to

@ 1/2 3/2
T i ’E {I-TO} » _4}‘ ']
(N, t) = rS_;: P72, §) = 8 (1, I+3. N/2)

m t
+ % P(\/Z,j+%) TOI/Z (1-T,) 3/&
= o

8 (T i+ 1, N/2)  (5.7)
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. i ., . e
where B{7 , J 4 =, N2} and 8{T ., J+ 1, N/2)are the ordu.ates
o F fel

of 8 central veta mistriputionat v {or parameters {) ~
5

ant i+ 1, /4), respectively.

Now (5. 2) can be evaluated very easily froumn (5 5) and (5.7 by

waing the same technigue 43 used for evaiuating (3.2}

. & E.
The inverse routine {5 4) has been eva.uated Ly uging Newilen's

rnethod of soiving vquations, on the T -scale and then maring the
o ,

\

proper transformation to obtaint. The starting poant {x,) for Newton's

i

method was determined by trial and errur and the fclicwing worked

quite satisfactory.

x = l-p, for Ipl < 10”3

x, =1-p, for l-p <107

. -5
x = |p-p;l, for | p-p ] < 10

x_ =P, otherwise

{5.8)
where = | 1- ZI POV2, 5] g2
ere pl = L = ) z o 4
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FORTRAN PROGRAMS

In this section the FORTRAN programs for the routines cG.scussed

in the previous sections are presented. These progrdaims are wrilter

in double precision as subroutines. They can be rur without mouifica-

tions un an IBM 7090 computer.

62




SUBRGUIINE NCHIXI{IZXZ2+A04BG.PGGROGY
DIMENSION K2{1)+AG1L+BS011PG{1)«0ORGILY |
COMMON NRACKNZAINAS oNCE JRRC o NCT W NRD WRCD
DO 201 XK15=1.RCA e e e
. D0 201 K12=1NRA
KAz {KIS=1 1 #NRA+K ]2 . e o e
FLAMRG,
FIQES:DQ . _ e — e e e e -
FIORO=0,.
5250. - . U v ——————_— - —_ e P
Pz,
QRSQO‘ e - e e e e — . e e e -
X200,
: ) GZ=AGIYAY - . ) e e . e
" FLAMIPRG(KA) -
D . FLAM=FLAM/2 . - . . -
X2 2 {KA)
IFIG2Y 199199100 . . . e et e
160 PFIXY 199:,90+90
90 fFiX=1«E=83 1711719101 . . e e e e
D i71 D=0,
o IF{G2-2+) 1b4s165.186 .. . —
O 164 ORD=z,09999999F30 ,
GO YO 200 .. e - e el e e i e
14% ORD=1,
G0 10 2490 e . . R L e e e
16& ORD=0,
— G0 TQ 200 . ___ _ —_—
101 LLX=FLAM
] FLULX=LLK e e e . . . e -
4} ABI=Q2+Z%FLLX
] G2zAB1+2. e o el e - L. P
LXzFLAM
LX=LX+1 i e Aot et e . i . = g e s <~ e, s ot e st
G4l LX=[ X-1
] AAYI=0, : e e e e e - e e e ee e
AAY=L X
D 532=0G2=2 . S. e —m C -
INDEX=]} -
— IF{LX) 4554540450 _— -
L45% LLX=LiLX+]
LX=LX . e e o e e e e e e e —— -
D AA1=Q,
AAl={LX e e e e e e e e e e e e et —— e —————
D 62=A81"2.
I« T AB1=G2 .
INDEX=2
- D 454 P=Q, e - e e e e e e o — e e~ -
D PPR=C.
- D RESULT=0. . - e e e e m e e e e et e m e ——— e =
! 1F(G2-10004) 16841704170
. 168 L IF({X=20004] 156751495189
D 169 P=},

Lv R Rl el w3 v

D ORD=®D.. e




173 Y12UG0GFIX/02173,.
Y1=EXPFiY L}
Y2zla~20/{9.%G2)
Y3zQQRTF {22/ 1Ga%G21 ) e
XXz [¥lev2i/Y3
CALL KORM9{XY "RULORD)
B PR
o ORD=0ORD
GO YO 200
167 F{G2~44} 1351354136 ___ . o -
135 511=G2/2++5.E-8

- W T R T =
K=XINTE{GLELE S

D THETA=(,
THETA=G2 /24 ~FLOATFIK} o
IF{THETA=L«E=T7) 145+14%5146
164%  THETA=QWe . . e e - o
146 CONTVINUE
3] AsTHETARLOGF IXI~X/2a~{ 1o+ THETAY #LOGF {241 -2LOGGMEL o+ THETA
C Ad=A
IFLA+BN,.) 103,103.102 .
102 AZ=EXPF{A}

3 T3=A2 S - . . L
) ORDZ=AD
D 1220, -

IFITHETA) 13041304131
D130 A3=zA3~1GGF X}
GG 10 132
D13 A3=A3+ L O0F(2.)+LOGF(THETAI =L OQF {X] I —
132 1F{A3+80.7 10941094108
108 1F{A3-80.) 162+1622163 -
163 QRD1=,99999999E 30

- GO TO 104 L
D162 AZ=EXPF{A}}
D ORD1=A2 e N )
GC 70O 104
D109 ORD1=0. e L
GO 10 106
D103 T3=0. e o .
D QRD2=0,
-D ORD1=0. S O, . .
D T2=0.
104 1I=1 o
108 I=]+1

D xI=1 . . )
»] AIXI+THETA)I #LOGF (X/2« 1 =LOGF (X )=X/72e~ZLOGOM{X [+ THETA)
B} __1F{A+80a.) 107+107,.,106 . o e
D.J26 A23EXPFLA)
D - ORD3=zA2 e e S . .
D T22T2+A2
7T IF(I-k) 11041110111 . _ e e el .
9 GO TO 105
1 IFITHETA)Y 1381384139 e
9 IF(X=5,) 148,148,149
B8 I=1 ___ ____ ... . ___. e e e e e e e o

o Til=l.




&
N0
D AzLOGF IX/24 1+LOGF{{1s+THETA) /{1 24+THETA} ! _
IF1A+80.7 11391134112
D112 Til=Til-EXPFiA} ) e
113 Js=1} -
114 HETHE 3K
. o XI=]
Jrz-1% .
0 AZa{]l +TrETA At xieTHETA+]I W) -
. IFIA3~14E~8F 14303432147 — e L [ e e
DI4T AzXI®LOGF (X /2.1 =21 000MIXI+1a1+L0GE{A3)
IFTAGED ) 143163 skk06 _ .o . R -
Diss T12=G.,
GO TO 119 . . L . N —
B Dids TI13=zEXPF{A}
C=FLQATF{ U} R e .

Ti2=2SIGNFIT 134}
Til1=Y11+7 12 o : -
NEN+T
115 IFiIN-52) 116317317 .. ..
Y16 GO TO 114
117 PRINT 118+K154x12 e . e - o R . -
118 FORMAT{13H0O IN FLEMENT TaslGesble FLLL CONVERGENCE wWAS NOT ATTAINED
1o MayY BE SOMEwHAT UNPREZISED e L - o
119 FTFETLYY 133,133 134
133 GO TG 121 L -
D134 Az 1.+ THE A% 0 F (X223 +LOGFITL1I-2L0GOMI2+THETA)
IFiA~3T 41 1219131120 _ e o e
D120 Ti=fxPFiaj
GO "0 122 - e o
D121 Ti=nO,
GO TO 122 _
D138 AzwX/2,
IF{A+804) l4Qsl40alel . S e e e
DIAO &Z:O.
60 TO a2 . . L ) . .-
Dlbl AZ=EXPF{A)}
D142 Tli=zle=A2 . -
GO Y0 122
149 N=2Z5 e . — I
A2=Oo
1=0
153 [=1+1
D XxI=1
D 2o {13 #X )/ X+ {THETA+]1 4 IRLOGF {13, X/ X1 ) -2 J00M{ }e+«THETAY=LUGF(X]}
JIFUA+B0.) 18091500191 . R e e
D189 7T11=0,
GO0 10 152 - . L .
D161 TI11=EXPF{A}
D1%2 AZ2=A24+T11 : B . . . .
IF{I=N)} 153,16« By
D196 B=1a0.282C2 0 +iriL A/Z1lS5Ge=X/3126e . B e e
JF{B)Y 15%8s.5%, O
D158 B=ABSF (A
D A =X/ o4 { THETA«L 1 2LO0FIX/ 2+ LGOS ~Lo3r i 1060 TETA+]L,. )

<
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Die
Cisen
o15%
D1%6
0157

ot

147
Dizy
b

i24
p12s
D

D126
h)

196
D 154

D 19%

172
174
175

173

oo O L B v L ST

178
180

o Q

179
o]
D_. .
176
o)
D

177

P
>
N
D
D

IF{A+804,1 15591554181
Cz=FXRFI A}
GO YO 157

2mX 720+ THETA+ Lo 19 LOGFIX/2 4L 0GFIBI-LOCF {521 -2L000MITHETAY W]
[F{A+80) 155+15%,15%6
L50a R
G0 YO 1%7
CEEXPF{A)
DaAZ+l
Ti=l.=D" - L . — e I
IFID2=2.1 123612441246
RESULY =2 #T3+TL . __ . ___ . -
GRD=0ORD1
GO TO 196 N
(F{G2~4e) 1295+1264+126
RESULT=TL . R . . e
ORG=0RD2Z
GO TO 196 e - I,
RESULT=T1=2.%T2
ORD=0RD3 e
[FIRESULTY 1944194195
Pz, e o e R
GO Y0 200
PRRESULT e _—— L.
GO YO 200

136 X=X/2, _ - .- e

‘62362/2-

ORDL ==X+ {02~1e )i QGF(X)=ZL0GOM(G2L . S
IFIORDL+60e) 172017251723

ORD=0. ... _..._. - ) . e
TFEX-G2+1el 1The 1754175

P=8s .. Loe o Lo

63 10 200

Pzl, S e et e —
G0 TO 200

ORDA=zEXPF1ORDLY. - . . - - : e
ORD1=0RDA/Z.

ORD=0RD1 cee o o

IF{ORD1-.005} 178,178+179

IF{x-G2+1le} 180s]180.179 . . . . - B
XsX%2,

G2=02#2. e e e e m

G0 TO 135

11=50 e s e e L
Xl=11

_8S=X+{X]1-G21/X1 .- . e

1l=1{=1

xIsll e L. - e e
SS=X+(XI=Ge 1/ (la+X1/58)

IFCI1=1) 177617 T8 ... ____. o L o
5858X/78S

PROB20ORDA*SS. — . N — e
PROB=1,-PROB
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200 CONTIRUE
IFIFLAM] 1994642442
44? IF{FLAM~1E~7) Giadgdeddslbd e _
443 PGLKA ) =P
DRGI XA} =0ORD e
GO 73 261
bk CRUAM=I000. .- . -
IE(FLAMSCFLAM] LL T bbB 0GB
LB PRINT 449 .X12+K15 e e - R _ -
@44S FORMATI&SHD NORMAL APPROX IMATION wWAS USsSED FOR POISSON PART OF NONC
1EATRAL F 219) e e .
BA=€AAE/FLAHZi&533333333~1.*Zaf£9-*FLAM%
ﬁﬁrﬁhiSQR¥F¥2.f£9.!FLA£!i ________ . I
CALL NORMS{BBsLCePPLI
pp=pPP} .
GO TC 401
Tl €1=AA1*LOGF!FLAM?wZLQ&GH(AAl*l;)rFLAM . .- e -
[F{Cl+a5s} 453, 450:651
Das PP=0. e e o } . .
GO Yo 401}
Dail PR=EXPF{CL) e o R
a1  CONTINJS
5 SUBRESzDPP e - L e
! SURORD=PPRORD
> FIORD=FIORD+SUBORD
D FIRES=FIRES+SUBRES
1F{SUBRE5~1E~12] 45694569457 .. . - — I
487 GO TO(thykESi.INDEX
656 GO TO(#95.,652)1 s INDEX
L52 PG{KA)I=FIRES
IE{FIORD~.99999999E30) 1819019
19 ORGtKA)=.99999999830
60 7O 201 R . ) . —
18 ORG{XA}=FlORD
GO 10 201 L . . o
199 PRINT 1982K15eK12
19B  FORMAT(20HO ARGUMENT NEGATIVE laald) e
PGIKAY=2=0e
ORG(KA)Z"Q‘....__»,,._‘__.J__M.N_ e - - _ N ——— —
201 CONTINUE
RETURN = U, . AU
END
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1FIX) 19990490 o
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Go 5 zeo oo -
Y1=LOGriXroldi/de

YI1sEXPF{Y1} e -

Y23l e=2e /{TFa#2

Y3ESQRTF {2,/ (9. #G2)) ——— ="'~ = wT—— oo - -
XX={¥Y=YZ2 /Y73

CALL NORMS{XX,PA,ORD) ~~" """~ -

GO 10 205

IF (526,41 135.‘35.136""d—v"'"' -

Gli=00/2e+5.6E~8

CEXIRNTF(GLYY — - - ce e e
THETA=zD,

THMETAzG2 /24 ~FLOATFIKY — 77~~~ -

[FITHETA=1+E=T) 16%+16%9146

T-E£TAz0, R

CONT INUE

AzTHETARLOGF XTI =X/ 2= {14 +THETAYSLOGFI2,1~2L0GGMIT 4+ THETAY
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TFETHETAY 130.1304,131

A3zAdLL0GFY{XYy T Tm oo -

GO TC 132

A3=xA3+  OCGF(2+}+LOGF{THETA] =LOGF(X) ~~

: A3+4E804) 109+109,108
I 23-80.1 162+1624163 e - R
0R_.124,99999999¢ 30
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11% "= N-50) 11641174117
116 - LM Y
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GG 1D 187
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.
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T2,

GO T 187

C=EXP¥F A Tttt Tues oot TonTTmTe
Drage(

Tizle=D -t

17 52=~2e¢) 1230128,124

aF

ReSQULT=2.%73+71 T
TSRO
TS 196 oot T
Gt ye ) 125%91260126
oL T=Y
TID=0Rp2
L2 TO 196 T T
RESULT=T1~-2.%72
GRD=DRD3I
TRESULT) 1%4cl94e195%
PAz0,
GO TO 200
PAzRESIL T T
GO TO 2060
X=X/2.
Gd=Ga7i7
ORDL=-X+{52-1,1#00C {in-ZLOGGHiG2)
IF{ORDL+60e) 17241724173

ORD=0, o
IF{X=G2+1e} 174417594178
PA=0,

GO YO 200

PA=].

63 10O 200

ORDASEXPF {DRDL :
QRDLI=0RDA/2.

ORD=0RD1

IF{ORD1~.005) 178,178,179
IFIX-G2+1¢: 180,180,179
X=xX#2,
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s Kex#?, - B mme e — -
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200 CONTINUE T T o ST T o
[FIFLAM] 1994662047
a2 TFIFPLAMCT W E=T7F 201420144~ 77 7 - -
bGfats CFLAMz 1000,
IFIFLAMSCFLAM ) LTy 44Bybsay 7 oo
L8 PRINT eG4k 24615
449 FORMAT(69H(O NORMAL APPROXIMATION WAS USED FOR PCISSON PART OF NONZ
IERTRAL F 219
SARTAAL/FLAMIE® ;3339333314427 (Fe¥FLAMY) -
BRB=BA/SORTF 24/ ({Fa"FILAM)
CALL NORMS(BE{CampYy} " 77~ -
APR=2pPP}
G0 TGO 401
Doea? C1=zARA ¥ OGFIFLAMI~-ZLOOGMAALI+L,, ) ~FLAM
IFICI+a%,) 450sR50+45 1 .
D 4% APPLD,
GO "5 401 .
D 481 APP=EXRFILL)
&01  CONTINUS

D SUBRESzPARAPD

) QUBORD=APP#*(ORD )

O FIORD=F IQRD+SQUBORD

o TIRFSL T RES+SUBRES T T B

TEISURRIES -] 4E~12) 685606964657
487 O TO{0e14455)1INDE
456 0 TOI655,4521 INDE
D 4%2 2A=FIRES
EIFIORD=e99999999E30) 18:419419
D 19 RD=.99999939E3D T T
20 70 201
D 18 "RDI=FIORD
201 Y0 11=1) SW7,5%67+%48
547 INDEXs1 o
548 G0 Y0i532+45334:534)sINDEX
532 IF(ORDY 522+822.52% 7
529 CONTINUE
XCaxX-(PA-PPIY/ORD ~ ~
DEL'O-
ABDP=ABSF (PA-PP) "~
ABOP=ABDP /PP

EeXeXeRe)
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DGR xz,7)
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583 TT(PA-DD) 816,536,837
D538 "NEL=X -
GO TO 538
0537 DEL=X T e
GO T 519
518 IF(INTT=121 S40s540+54¢%
D540 ABIO=AN-F (PA-PP)

o A3 D=1 P OD
TP A" Wl e ~81 53645384541
D541 Dii: - _ 710, S e
KOToN T T e
- v SR E(DEL YIS, T =THX ] 53695369542

0842 x  1+DEY

D Foaoz
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839 1 O NCT-121 543,543,966
D843 An DzASSE(PA-PP ]
: AP = ARDR /PP
Ir{ABDR~1.E~8) 536453645454
DS46 NEL=DELS10, T - N
NCT=NCT+]1
IFTABSFIDEL 1~B.,E~7%X) 536:5360545
D54% X=Mx-=-DEL

] Xz X
IFIX) 56345634566
D963 x=0, e

64 CONTINGE
INDEX=T
00 YO 827
534 IFIPA-PR} 538455364545
516 AX{KA}=X
GO TO 3Q0 T T -
546 AXIKA)=X
PRINT 524 4K124X ¢
524 FORMAT (13m3 IN CLEMENT Joslaeblr FULL CONVERGENCE wAS NCT ATTAINED
1« MAY BE SOMEWHAT UNPRECISE) o
GO T0 300
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199 CONTINUE
299 PRINT 29B.K12+K15 : e
298 FORMATIZ20M0 ARGUMEMT NEGATIVE 14414}

297 AX{KRA)x-0. . . .
- 330 CONTINUE
- RETURN e e e
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SURRDUTINE NCBTXIXAK AKX s B {K PR IK ]

COMMON KRASNCASRRE+RIBINRCINCC o NRD o NCD oNRE o KCE
DIMENSION XK {11 2AK{ ) oBRKILICK{L P11}

0O 89 K1%=1.NCA e

DO 89 K12=1eNRA

KA {KI5-131®NRASK 12 . __ _____.

FLAM=O,

¥ IGRDSQa

FIRES=D,

¥PD=0, . et eremseemeere e o e R I
KXD=0,

AAD=2G . I _ e o
889530

Xz0a e e - L.

FLaM=CXKIKA])

FLAMZFLAM /2. S . _ - —
IF{FLAM) BOs4é

XXD=XK{KAY L. B
AAD=AKIKAL

BBD=BR{KA} [

Al=AAD

Bl=88BbL .. . ___ . e e e e
IF{AAD)Y BOsBO9
IF{BBD) BOsBOs11 __ . e . R
IF{xXXD) BO»13s12

BX{KAI=0.

S0 1O 491

X=XXD e . .. e
IFiX=1a) 14214480

CONTINUE e e - L - - .
IF{ABSF{ALl=-lel=1eE=T) 1211219122

IF{ABSF{Bl=-1s)3-1sC-T} 123+1230122

IFIFLAM=1 4E~T7) 124+126,125

PK{KAY=X . - [ e e
ZK{KAj=le

GO T 89 e e oo S

Cl=EXPF{FLAMSX=FL_LAM)}

RESULT=X#C] oo L

PKIKAY=RESULT

ORD=C]%{1 «+FLAM®X]} e . o e
ZK{KA)}=0RD

GO TO B9 o o _

LFLAM=F{ AM

XFLAM=z | FLAM . B o

Al=Al+XFLAM~],

LX={FLAM=-1] L . - R
LLx=LX+]

INDE=] o

GO TO 488

Al=AAD+XF LAM e o . L.
INDE=?2

LX=LLX~-1 S — . . I
LLXal X

IFILX) 497,4B899489 . _ . _ .. ..

AAl=L X
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Al=Al=l.

GO TG0 485

pX= X+l

AAl =L X

AlzhAi+lea

PRI

Bo=T,

RESULT=0.

SENSE LIGHYT O
CLBETAsZLOUOMIAL+BLI-ZL0GOMIAL I -2L000M (31 L
IFICLBETA+B0.) 406+40645407

{BETA=O,. . e e

GO 10 a08

IFiAl=-fTa) 41194124411  _ o

IFIBl-le) GUBsal12,408

CBETA=EXPF{JLRETAL .

IF{xXY BGr3IZ23,:5

IFix—~1a) E&£3326280 _
IFiX~leE~10%}) 323432347

XHH=0, - ~

XHh=] g=X

IFiXHH=-) sE~141_326+326.8 _ ___ . s
IF(ABSFLAL-lol=1eE=~8) 433+433+434
IFLABSFiBl-lal=leE~81 &35+435,43¢&

DX

GO YO 87

Cl=B1#LQ0F (] e=-X)

IFIC14654) 221442244317 . I
RESULT=1.—EXPF{C1)

GO 70 w29 . - .
JFIABSF{BI~-1e1=1aE=~81 438+438+435
Cl=A1#LCGF{X)

IFICi4+5e #23+423+4&40

RESULT=EXPF{(1} e L

GO TO 429

IF{ALI-1000e) Glbeslbeal7

XXz2 %A1 R {1 4=-X)/X

DF =26 #61

PRINT 1995+X12+K15

FORMATI29H0 CHIX APPROXIMATION USED IN 219}
CALL CHIS (XX 4sDF 3 PROSORIK124K15}
RESULT=1.-PRO

IF{RESULT ~e9999999G) 429:420»420
RESULT'—'].

GO TO 429

IFIB1-100Ce} 418s419s4)9 . . . .
XX=z=2,88]1#X/{1e~X)

DF=2e%A1l

PRIKT 1994+sK12¢K15

FORMAT{29H0 CrlX APPROXIMATION JSED IN 2.9
CALL CHIGI(XX yOF s PROWOR«K124¢K15)
RESULT=PRO P © e e
IFIRESUL T-e99993986G) 429964209420
CONTINUE A
IF{AL=-1s) 457,457,458
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457 [FiBl=1s] 459:4584+458
458 CONTINUE
IFiX=o50) &72+473,473
473 Y=41 I —_
Al=g1
_ Al=yY L o -
+ ] Ea] gmX
SENSE L IGHT 23
3 &7z CONTINUE
. : IFiAl~ia) 452v453.453 .- : —
: Al=Ais+l,
81 i=le o oL._. e e e e
SERNSE L 16GHT 1}
CONTINUE L. _ ... _
70 11=80
FN=AL+31~-i» .- L e
XX=zAl-1.
FMOD=FN®X - - e e
FO=LOGFIX1/75.,
FO=EXPFLIFO} e — e . _
FMO=FMOD®FO .
IFIXX-FMO+24) 2500l s847 . R I e
425 XX=FN-XX
Xzle=-X . e L - .
442 SENSE LIGHT 2
467 CONTINUE e
AR=X/{le~X}
XXi=11 : : e e -
SOz {{FN~XXI~XXI#IAX+XX]I I} A LUK o2 ¥ XX =] 1R {XX+2,%XX]}}
S5=5S5#%4AA
108 1l=11=1
Al=11 L
DI=z{ATRIFNFALYJZ{{XX¥2 %A+l #{XX+2,%A]}}
DD=D1 »AA e — o .
Cl={(FN-AT-XX)E{XX+AT )1/ {{XX+2a2A]l -1 ) {XX+2s%A])}}
CC=1#AA _
SSEIL/{1e¥DD/ {1 e~851)
IFEII=-1) 1099109108 Lo
109 S58=1./{(14-55}
Cl=lLOGOMIFN+] o ) =21 OGOMI XX +24 1 =21 OGOM{FN-XX]I+{ XX+ 1e I ¥LOGF{ X} +{FN-
1XX=1. Y%L OGF { 1e=X}
SSUM=L OGF ({SS) L R
SSUMI =SSUM+(C]
IFISSUMI+804) 423,423,110 . _ _ .. o o
423 RESULT=0.
. GO T0O 621 - S S e+
110 SUM=EXPF {SSUML)
RESULT=SUM e o -
GO 10 421
D 323 RESULT=0. e e e e e e : : e R
> P=RESULT
R GO T0 86 o ] _
126 RESULT=1.

& 4
.. 4

QO

o0
&
»n
o

et A e depe §
& .
\n
-t

00 (e R Rw iR iiwil &

LR OO OO lw R lw R el

QO

Q

(vl o

P=RESULT e e e e e e e o
ORD'O.

l»ReRe]




5O TO R4
421 [FUSENSE LIGHY 2) 426.428
G2b X=]a=X
EXXsFN=-XX
T12Z2L0GOMIFN+l a1 ~2LO0OMIX A+ o) ~ZLOGOMIFN-XX+] « 1 +XXRLOQF IR ¢l FN-XX}
1%L 006File=X1
IFiIT1+454) GWBOs4B0eab]
460 RESULT=]le-RESULT
G0 10O 428
461 RESULT=1«-RESULT-EXPFITIY . —
428 IF{SENASE (IGHTY 454.429
454 Bi=Bl+1, .
Cle2ZLOGOMIAL+B811=2L000MIAL 1 ~2ZLO0OMIBI Y+ { A1~ 1 1%L 00GF{X1+{Bl~1+)1%L00
1IF{le~X1-LOGFiAYI+BI~1.1 .
AlzAl={.
TR{CL+45a) 4293423 40%8
456 RESULT=RESULTH+EXPF{CL)
GO TQ w29 e
459 JFLA]l-Q1) 46626664467
L6686 Y=AL
Al=81
Bl=Y T - . ; o . o
XSI.—X
SENSE {IGHT 1} e -
467 IF{X-~485) 4L6B,46TF,469
L4589 Y =A L
Al=81
Bl=y — e i
X=1.-X
TF{SENSE LIGHT 11 468.47Q
470 SENSE LIGHT 1
468 CONTINUE
D 221
D C2=Al+1a e
0230 sumMG=0,
D SUMG=CLBETA+AY*LOGF (X1 -LOGF (AL}
TFESUMG+BCL)Y 2954529%,240
D 240 RESULT=RESULTEXPF{SUMGH
D 245 C1&6=]14~B1
8] SUMH=(0 ., R B
D SUMH=CLBETA+LOSFICL6I+C2RLOGFI X)) —LOGF(C2)
250 IFISUMM+GS5.] 29942954260 .
D 260 RESULTsRESULTH+EXPF ( SUMH)
Cl7=A)+2
Cl18=2+1.~-81
ClosAl+2+1la e e e o e e e e
C20=2+1.
SUMH=SUMH+LOGF (X i +LOGF {CITI+LOGF (C18)-LOOF {19 -LQoFI1C201
2=2+1,.
GO 1O 250 L. R,
29% CONTINUE
IF(SENSE LIGHT .1i.4%lea29 - R PR
D 47) ¥Y=A]
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X%]g=X

RESULT=le=RESULT . S o
CONT INUE N
IF{SENSE LIGHT 3) 4744475 . e e -
Y=A]

Al=81 o . I

Bi=y

Xﬂ}..*x - f e e e m o e e wm

RESULT=].~RESLLT

CONTINUE . .. ... e e
REOM=1,.-RESULT

IFERCOM=14E=121 42204224427 ________ R,
RESULT=1.

CONTIMUE

ORDI=CLBETAL(AL~Le I *LOGFIX 12 (Blr1e ) ®LOGF i a~X) ...
IF(ORD1I4454) 403+,40%4404

ORG=0, - e e

GG 1O 86

IF(ORDI-B0e) 4154605:40%  __ _ o e
ORDI=.99995999F30

ORD=EXPF{ORD]L) .. _ e e
IF{FLAMY BOs5424542

[FIFLAM~Y.E~T). 54395434844 __ ___ . .

PEK{XA}=P

ZKEKA}=ORD . .

GO TOo a2

CFLAM= 1000w . )
IFIFLAY-CFLAM) 547,548,548

PRINT 549.,K124K15 L ,
FORMAT {6810 NORMAL APPROXIMATION WAS USED FOR POISSON PART OF NONC
1ENTRAL BETA 219) L

AAZ (X X/FLAM} ##,33333333 1,42,/ {9 #FLAM)
BB=AA/SQRIFI2./ (9. %FLAMIY.
CALL NORMOIHB:L{I,PP1)

pp=pp} e . .

50 YO 401

Cl=AAL*LOGF(FLAM -2 LOGGM{AAL+1LI~FLAM _ R -

IF(C14454) 55045504551

PP=0. 00 - e e

G0 10 401

PP=EXPF(C1) . L o
CONTINUE

SUBRES=PeppP e o
SUBORD=PP®0ORD

FIORD=FIORD+SUBORD _ . i e
FIRES=FIRES+SUBRES

GO TO(4944496) 4+ INDE e e ee L
IF{SUBRES-14£-12) 4B86+486+488

IFISUBRUS-1E~12) 497+49Ts4BT __ . _ ___ o __. o

PEI(KAY=F |RES

LIFUX=14E-12) 4914912692 _— : S

IFCAAD-1e) 493¢4844+495

ZK{KAJ=a99999999K30 . ______ . . e e e e e
GO TO 89




GRG

LG%

w92

X {KA)=EXPF { ~FLAM)
Su O A9

FRIEAT=2D,

GO 10 8¢9

2xiK2y1zF [ORD

G0 1D RG

PRINTY BRI «K12.X1%

FORMAT {2640 ARGQUMENT NOT ADMISSIBLE 218}

< - e

ZK{dAaY=~(a

CONT IKUE
RETURN A, - .
NG



ROV VDOOOR

il
12
15

16
0 18

19

.
i

L) AR el e

5729
5072
121
123
124

125

aQ

0 130
131
0 13
132

C 127

QUSRGUTI&E NCBTRPIDPL AL ¢BL sl o X0}
DIMERSION PLITI+ALT L 8LIL QL1210 sXLI))

CCM“ON HRAINCASNREB ¢sNCB 2 NROC o NCO G NRDoNCD W NRE RCE

20 87 K15=1eNCA

DT 57 K12=) +NRA
KA={X15~11%NRA+K 12
PED=0,

AP‘AD*O;

RBD=0,

YX0D=0, - . .
Xz,

=0,
XD,
FLam=0,
B (KA}

AAD=ALIKAY . e e

BAD=8L (KA}
FraM=CL (KA} e o -
FLAMZFL AM /7 o
IFITLAM) S2+4sb
IFEAADYE 52452011
IF{RED)Y 52952012
IFIPPDY 32518416
XL XA =20, e
oL T2 &7
IF{PPD-1.1}
,DPH:O‘
PPH=z1 ,,~PPD
IF{PD2~14E~B)
IF{02D-1.E~30
Al=a4D
51=38D
APpz=BPn
IF{bP)
AX=z0a
G0 10D 600

IF{PP-I4) S02+144+899
IFLABSFIAlI~Tol=1eE~T}) 121121122
IFLABSF (Bl~lei=leE~T) 12391239122
TF{FLAM=] 4o -T7) 12631249125% __ . _
XL{KA}=PP
GG TQO &7
Cl=PPaEXPF{F_AM

Xzl +LOGFIPPIFLAM

TFi{Xx) 129,129,128
XTABSF X ) *F L AM .

X1=X+{ OGF {1 1=FLAMEX= LOGF(X))/(FLAM+1 /X
TFIXTY 132+130.1131

X1l=leE~¢6
GO 1D 132
[FixXl=ie1 1
Xl=le=ls.E~6&
CONT INE
[F(ABSF{Xi-x1~-]1eE~8)
X=X1

18+18052

14934919
1541517 _ ,

59%+5015020 e -

229133,133

1261264127

81




GO 1O 128
- 126 Xeikajysxl
- G0 1O &7
: 22 IF{PP-,9%) 134,138,138 e
185 XN2{Al=l +3e®FLAMIZ7{AL ¢RI~ 43 0FLAM}
60T 13 .
O 13 X25{Aj~letFLAMI/{AI+B]~2. ¢FL AM)
146 COAYIRUE .
IFlR=j«E=16) Hl6e514+5%5
D 816 X21.E-313 .. _— e e e . e -
GO TO 556
526 IF{X-1«} 554e555+855 e
D 3R X=) gl gE~i2

186 (i=ziie}
D527 RESULY=0. e e e e
O a1=AAD
4] HX2 X% e L. e m
ES ] FIORD=0.
Q FERE&SQQ e e o rmm— - ———e ——— —— R
LELAMzF AM
o KFLAMz FLAM e e - S -
= AlsAl+XFLAM~1.,
LX=L Fe AM=1 PP e
LLX=L X+
INDE=1} - — —_— . —— . R
H0 T30 4488
O 486 AL=AAD+AFLAN e e e e
INDE=2
487 LXsLbLX~]1 . e . I .
LLX=LX
. IFILX)Y 4974830489 . ..
&89 AAl=LX
A1zAl=]. e —— e e
G0 7O &85
488 LX=LX+] e —— e
AAYI =L X
A 1=Az§ ! . e v e et e . . . e —
&858 PPG=0,
RESULT =0« . o
PAzD,
SENSE LIGHT O - ; s
CLBETA=ZLOOGOMIALI+BLI~2ZLOGOMIAL )} ~ZLOG0M B
- IFICLRETA+BO) 40644060407 o . e
GO 1O «C8 e e
407 [FIAl-1s) ©1llea124411
@]l 1FIBYI~-1.) 40844124002 .. . ... ..
412 CBETA=EXPF(CLBETA)
— a1 IF(AY=14) 510+8508.51C . . e
£08 JF(Ri=14) S060622+506
D 576 CONST=B1#OGF(le=X}) . e .
IFICONST+45,.) 422,422+507

82

QO

U 0OUoo

e o Al o -




433
D438

434

[ A v S W

437

434

<
&
a
o

D 44D
429
‘*g?

1993

D4azd
416
415

1394

418

457
458

473

e RwR v Re)

REZULT =] . ~EXP
G2 TO &75s

[FiBi-1at 4802
CONSTRAL L GOGF
TFICONST+a5,)

FICONST]

»5116408
{X3} R

42750274522

RESULTsFXPF{CONSTY ..

30 YO a7%
fFIX) 19994+132
IFiX=1a} &4¢32
XHirz ),
XNzl g =X
IFiXHH=] ot =14

3+ 5 I
by 1999

32323237 .

} 326+32648

IFIABSFlal~1,)0~14E~B] 43354334434
IFIABSFIBl~1+)~1sE=81 435,435,436

PAR*X

GRSSEt

GO TL 2006¢C
Cl=R1#LOGF{1.
IFi{Cl+a5a3 42
RESULT=]e~EXP
QG TO 42%

IF(ABSF(Bl=lal=1eE~B) 638+638s439

Cl1=A1eLOGF (X}
[FIC1+4%+} &2
RESULI=EXPF (L
GO TO 2%

IF(AL-1000.1 4lbvblbe®l .

XK= o #AL® (] o
DF=22.%03]
PRINT 195,k

~X3
218220437
FICly

3:623;4‘5”
iy

X3 /X

rrs ey

FORMAY (290 {HIX APPROXIMATION USED IN 2191 .
CALL CHIGIXXDF +PRO+ORsK124K15)

RE3ULT=1.-PRO

TFIRESCULT~e99999999) 429+420+420

RESULT=]

GO TO &29
IFIR1-1000. )
XX22 518X/ 1
DF=2.%A1
PRINT 19944K1

4184195419
e~ X1

2+K1S

FORMAT{29H0 CHIX APPROXIMATION USED IN 2191
CALL CHIGIXXDF 4 PROVOR,K]12,XK15)

RESULT=PRO

TF(RESUL T-299999999) 429+420,420

CONT INUE
IFtAl=-;a1 &57
{ONYINUE
IFiX~480) %72
YzA}

AlzR1

Blay

Xz2]e=X

SENSE LIGKT 3

V57,458
v 458,458

raT3,473 .




472 CONTINUE
1FlAlwlael 452,4%9,4%3
™ 482 Al=z414¢1,
[j 2 1 =4 Z - 1 . U o e et e
SEwsk LienY |
8% CONRTINUE
11=280
FRz=A1+31~1.
XX=A81=1,
FMODzFN®a e e [ —— -
FOzLOOFE{X1/£5%,
FOzCARFIFGY e . e
FMG=EMODAFD
PRI -FMO+2 4} &25488T 0007
428 AX2FN-XX
_Y‘ s 3 L 3 -X - - i e -~
b SEINSE LIGHY 2
447 CONTINUE .- o . -
= AR=1L /{1 a~X}
T Xxi=11 ) . .
T %S:t{F&~XX}~XX)i£XX#KXI}}J(ixx+2.‘XX!'1-!iixx’2.*xx13}
o £S5 S5eAA e, e . e e
128 [1=11=~1
Al=11
o DlzlATRIFNsAT LI /(X2 %A+ 14 #iXX+2,%A1}}
™ 2D=D1#AA . .
< ClaliFN=—Al~XXIW{XX*A] JJFAULXNA2 ooA -1 IR {XXN+Z%A1 1)
7

-
L

(o ) el vite ReRNR G

CC=C1waA e
by 55=CC/¢1e+DD/l1e=851)
TFETi=-1 109,109+108 e
D 109 S$5=1a/11s+=55}
D C1=2L0GOMIFN+ Lo 1—2LOGOMIXX+24) = 2L 00GMIFN-XX 4 (XX +1a I *LOGF (X} +1 F N~
1XX=1 1%L 0GF ¢ 1amX}

0. SSuM=L 3GF (8% e e S,
D SSUML = SSuUMeCY
IFISSUMI+B04) 423,.423.110 . B
D 4721 RE%ULY=:‘-
L0 10 &2y e - o
B 110 SUMZEXPT{ A%UML)
'} RESJL T=SUM R B S

GO T &2
D 323 RESULT=0.
o PA=RESULT

TFlal-1a1 40344044405
D423 ORD=.99999999E3ID

GO T2 2000, i o e e e e
N &N4é ORD=JAETA
G0 70 2000 e

408 NARN=N,
Go 73 2000
D 328 RESLT=1e
o PA=RESULT . : - e B - -
JFiBl-la) 032404,405
421 IF(SENSE LIGHT 21 4262428
D €26 x=21,-x

84




{3 XX2FhimXX
o Y12 000MIFN+]2 1 ~2LOGOMIXX+ 34 ] ~2LO0GMIFN=XX+1 s }+XXOLOGFIX )+ FA-XX)
12 00F {1 a= X}
IFITI+aB4) SGED1E0:45) . _ o - . -
46" RESHL T=],-RESLT
GO I3 W28 . . .
481 HESULY =zl ~RESULT~ EXPF(?‘}
428 IF{SENSE LIGHTL) 4544429 . _ e e e
454 Bl=Ble+l,
Cl“eLuuﬁ%{A;+B‘3"ZLGGﬁ&LAli:lLQGﬁ&iﬂlixlAl:l;JﬁLﬁﬁElKl:iBl:lni‘LﬂG_
1Flle~X)¥=LORFial+B1~1a
Al=Al-1. e e e e e e e e ———— _ R [,
TFIC1+65.: 429,420,656
D 458 SESQUL T=RESULTHEXPFICL) _ . . e . e
GO YO 429
4653 1F{Al1-Bl) 4664664467 ! e e S
466 Y=Al
41=81% e
Rl=Y
X2le=X
SENSE LiIGHT 1
46T IFIX=a85) 4682469:4A9 . e
469 Y=Al
Al=8B1 e e e o e e ———
gl=y
X=2le=X . - - . - . e e e e e e e r e e v —
[FISENSE LIGHT 1) 468-#?0
470 SENSE LIGHI_ e e e
468 CONTINUE
D 231. - e m e A oa - - [PE— - e e A e - FR— e . e e o e me e e o
D C2=zAl+l,
D230 SUMG=0. e e e e
SUMG = CLBEYA*AI*LOGF(X}—*OGF(AI)
[F{SUMG+804) 29592959240 __ . Lo e
240 RESULT=RESULT-EXPF{SUMG)
4% Clé6=1,-8B1 - e e e e e e . e
SUMH=(,
SUMH=CLBETA+LOGF{C16)+C 2™ OGFIXI-LOGFILC2Y . .. ... . ._.__ . S,
250 IF{SUMH24S,} 29542954260
RESULTzRESULT+EXPE{SUMH) - -
Cl7=4A1+2
Cl18=2+1.-81 o e e e e e e e — e -
Cl9sAl+2+).
C20=2+1. O -
SUMH = SUMH#LOGF(X)+LOGF€C17)+LOGF(C18)-LOGF(CX9I-LOGF(C20)
Z=2+1, e
G0 10 25¢C
295 CONT INUE o e e e e ———— =
JF{SENSE LIGHTY 1) 4714429
@71 Y=AYl . L. o atmeea O e m e e e e - e
Al=B1
Ri=zy. - -
X=2le=X
RESULT Sl a~RESUL T . o o e e e e e e e o
429 CONTINUE
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IFISENSE LIGMT 31 6744475

D @6 Y=A1l
D Al=81
] BAl=y . e e e
o] K=2le=X
)] RESULT =1 o =~RESLAY .. e

7% CONTINUE
b BLOM=] L ~RESLLT

IF(RIOY-1,€~121 42372+4229427

0 %22 RES.H Tl e S, e
N 2T 2ARAz=RESGL T
] ORDI=CIBETACIAI -~ i LOGFIXI+IBI-1 e} 8 O0GF {1 e~nt .

IF{NRDI+4%5.) 405:405409
409 IFLORDI-804F 415+4035403  __ . e e e
D 419 ORD=EXPF{QRDY)

2000 IF(FLAM~ 1 E-T1 #435%83540% S i -
Lab CFLAM=1000.
IF{FLAM~CT CAM} LBA.G48. 648 __ . - -
4468 AASUAAI/FLAMI®®, :2333332~ is*Zol(9-*FLAM)
BBzAA/SQRTIF{ 2o/ {Ta*FLAMIL . _ e -
CALL NORMS(BB,CC.PPL
e e PRPO=PPL . - e

GG YO 401

D 483 Cl=AAISLOGY (FLAMI=2L DLGGMIAAL+ ) ~FLAM = ___ e o
IF(CI+445.1 &50+650.451

D 450 PPO=0. U e m— e e e -
GO TO 4061

_D_45%) PPO=EXPF {1} . i s e e b et =

D 401 SUBRES=PPO®PA

D . SUPARD=zPPOORD e e o - . -

b + TORD=FIORPD+SURORD

D FIRES=FIRES+SUBRES oo .- . . -
GO TO14949496)9INDE

—— 4G4 IF{SUBRES-14E~12} 43Gs4BOb&88 = = . _ .

496 T{SURRES-1+E~-121 4974979587
D 497 PA=SFIRES - e e . } e
D ORD=F 10ORD

Qa3 JFIT1~21r 547.547:548 . __ .
547 INDEX=!

548 GO TO(532.5339534)+INDEX e S
532 IF:ORD) 522.522:529
529 CONT!IRUE . U
4] XC=X~-(PA~- PP)/ORD
B . __PEL=0, e e = . e
D ABDP=ABSF (PA~- P?)
D __ABDP=ABDP /PP __ et e e et e oo e
IFLABDP~1.£~8) 518.+518,520
DSB8 AXEXC. o e e e
G0 TO 600
D520 XHR=0. .. . L ..o e e e e o
D XHH=z1 .=XC
_— JFAXC) 13721324138 e -
137 I11=I11+1
D XXI=131} _ e e e e e e e e e e e e o e
3 X={,01)@8xXx]
86



138 CONYIHNUE
IF{NHH~T+E~18) 5%74557,95%6
556 IFIXI=14E-301 558,55%8,+5%9

D&Y K={X+1e1/72e . e . et i
80 14 560
Dsen 2=X/7e P e e e — -
GO 10 S60
D88 X=X . L . - -
S50 IRDEX=1
IFLIl~%) 516814522 [ -
522 N(is=n
o HE<X ) . - -— . . e -
IF({X-148~301 5%0+¢550¢551
£S5 XHM=0, _—— e e e e -
3 Xz ] o~ X
IFIXHH-1eE-151 55345534552 - - -
J580 X=za01
G0 10 5%2 . L v m e —— - -
D&ES2 X= o9
562 [F{PA-PP) 5355536,537 _ J
D535 DEL=1.-X
. GO TO 538 —_ e e e 1w -
D537 DEL=X
&GO TC %39 e e e ———- A . _ -
538 IFIRCY=12) 540+540e546
D540 ABDP=zABSF{PA-PPY  _ __ . ... - .
by} ABOP=ABDP /PP
[FLABDP-T «E~B8} 53695364554] - - e

D541 DLL=DEL/10.
NCT=N(CT»1 . . e
IF{ABSFIDELI=1eE~16) 5364536:542

D542 X=Hx+DEL - ~

o] X=X
IF{X~11_562+5619561 -
0861 X=1,.
562 CONTINUE e e e
INDEX =2
GO 10 527 oo . e - e C e .
51313 IF{PA-PP) 542¢5364¢539
5139 IFINCT=12) 543:543,546 I
D543 ABDP=ASSF{PA-PP)
D ABDP=ABDP /PP . N o
IFLABDP=1.E-8) 936+536+544
D546 DEL=DEL/10. e e _ . e
NCT=NCT+1
e JF(ABSFIDEL ) ~1aE=14) 53655365465 ,
D54% X=HX-~DE!
D HX=X L. e — , -
1IFIX) 563+4563:564
D563 X=0. SO U - _
5664 CONTINUE
_.INDEX=z3 e
GO TQ %27
534 . JFIPA«PP) 5131895382985 . . . S

0536 AX=X

Y




G2 YO &00
D546 AX%=X
PRINT 824,K12 5
924 FORMATI13KHO IN . _JMENT l4rlbeb1lH FULL_CONVERGERCE wAS NOT AIIAINF*

1. MAY BE SOMEWHAT UNPRECISE]

GO 10 &00 : . e e
499 PRIRT 598.K12:K1%
598 FORMAYT{Z20HO ARGUMENT REGATIVE lasied __ . _ - . -
AXz=0,
G0 T3 53 ) _ . e
&G0 CONTINUE
& YXb=Ax ___. e - S L -
> AMNZ ] -7 XD
IFLAHR=-1 «E~301 16914913 . __ - . R
1 XLiKAYI=1 .
GQ 10 57 e eeem e~ —
13 XLiKAY=AX
60 10 57 e e e -

1999 CONT INUE
52 PRINT 51 eK12K15 e - -
§1 FORMAT {26H0 ARGUMENT NOT ADMISSIBLE [4sl6)

e 33 XLIKAY=~0a e S
57 CONTINUE
RETURN e mmm e .. . e
END



Lo LSl SR O el o W
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11

L R o B ot

D 486 _Al=YAD+XELAM

487

SUBROUTINE NCFX{XEsAE «BE+CEWPELZE D}

COMMON NRAJNCASNRB JNCB o NRU ZJNCC o NRD «NCD ¢NRE oRCE

DIMENSTION XE{11+AE(134BEELYosCEILIoPETITI 0ZELL}

N0 89 K15=21 oKCA . U U

D0 8% ¥12=1+NRA

KAz (K }15~1I%NRA+K}IZ . __ . .. e e -

FLFE":G;

F;O-?»}RGQ e e e e e e e e e e e .

FIRL.S5:=D.

¥YPD=0, et S e
XXDsG,

AAD=(, e e L - . I

88916‘

X=0e e e -
Frav=CEiKA)

FLAM=FLAM /2, _ -
XXD=XE (XA}

AAD=AF (KA} e s _ -
BBO-3F{AY
IFiL8AD)Y BU«BDL9
IFi33D) BGeBU1Y1
YXI =i XXD*AAD/BBDI /11« +XXDHAAD/BBD )
YADSAAD/ 2 s

¥YBL=2330/2. e e e e o R R
Al=YAD

Bl1=v8D - e N R

IFivXD: B8Qe13412

pE((A) -"Oc\ﬁ o em—— —

GO 1O 491

X=¥xD . e = e e e e
IF{X—1e! 1l%s14.+80C

CONTINUE . ___. ——_—— e s
IFLABSF{lALI-141~1eE~T) 121¢121¢122
IF(ABSFI{Bl-la)~1eE=T) 12321239122 _  _ .
IFIFLAM=L14E~T7) 124691244125

PEILKA)=X ———— e . e e e e — e
ZE‘KA)zlc

0 Y0 89 L. L. - - T, e
Cl=SXPF{FLAM®X~-FLAM]}

RESULT=x#{]} - I ——
PE(KA}=RESULTY

ORD=C1#{la+eFLAM®X) __ . . __ ____.__. e .
ZE(KA}=0RD

GO 7O 89 e m e e . , e e
LFLAM=FLAM

_XFLAM=LFLAM o

AlzAl+XFLAM=-],

LX=LFLAM- L e e e .
LLX=LXx+1

INDE=1 e e oD — e e e e
GO 70 «88

INDE=2
L T SO
LLX=LX




— IFitX) 9720894489
: D &89 AAI=LX
& AlzAl=~1ls
GO YO 48% . e .
A8 LX=ziXel
AAl=y X R, e e — e
AizAlsl.
48% P=0, . . e
pP=0,.
RESWL Y=L _ o . L
SENSE LIOGHT o
D402 CLBETA=ZLOGOMIALI+BLI-ZLOGOMIAL I~ZL0GEMIBLY
IFICLBETA+BOL] 408sw06s&4G7
O 408 CBETA=D,.
GO TO «08
40T IF{Al=1a4) &11s4324961) - . —
411 IF{Bi=1.,1 40B+&12+408
D 12 CBETA=EXPF{CLBETAL _ . R
H08 IF(X} 80:323,%
5 IFIX~Ys) &232680C _ ___ . - ; o
& IF{X~1E-14) 3234323,7
T XHH=0, I - SR
KHH=] g~X
IFIXHH~1 E~14&) 3265326.8 __ __ = _____ e - - e
8 IF{ABSFtAl=1lel=14E~-8) 633-&33:%34
433 IF{ABSF(BlI-lal=)leE-=B] 4&35+435,43G _ _ . . B
O 43% p=X
GO TG 87 N e
€ 436 Ci1=BLRLOGF(1e~X2
IFIC1e45.) 42240 229437 e . L. -
D 437 RESULT=1.-EXPFIC]}
o GO 1O %29 ... ____.
434 IF{ABSF{Bl=1.}-1.£~8) &330438’639
D_438 Cl=Al®LOGFIX]
IF{(C1445.) hZBaQZSo%QO
D 64D RESULT=EXPFICLY. . _ .
GG TO az9
439 IF{AL1-1000e) 416416417 - .- . _
417 XX=2.%A1%{l.-XIi/X
. - DF=2.881  _ _ _ : — e e
PRINT 1995|K12'K15
199% FORMAT({29H0 (HIX APPROXIMATION USED IN 216} -
CALL CHISIXXsDF s PROIORK1Z2+K15)
D RESULT=14-PRO S .
!F(RESULT--99999999) QZQ-QZO-bZO
Da20 RESULT=1l. . S } R,
GO YO 429
416 IFi81-1000e) 1lBr&l9e419 . ) R
419 XX=Z2.%#Bl®#X/(les-X)
DF=2.%A1 e - .
PRINT 199&-&129(15
. 1996 _FORMAT{29H0 CHIX APPROXIMATION USED IN_2191 ____ I
CALL CHISIXXsDF s PROSORSK12.K15)
D RESULT=PRO . .. ___ . .
1F|RE‘.ULT'.99999999) 42946200620
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) 418 CONTINUE
TF{ALl=1a) 497+457.:458 . . - VS -
G%T IFIBl=le} 459+458,4%8
458 CONTINUE — - e [
IFIX=,50) 7224734473
2 73 Y=A) e e e el _ .
o Al=81
D Blwy - N el - e e e -
o X#]ls=X
- SENSE LIGHT 32 .. SR O L
»72 CONTINRUE
IFlAl~le} 4529453 ,4%3% __ . _. . - - .- e e e
- D 482 Al=Alsl
o Bl=83-1. - e e e e i m
SENSE LIGHT |
453 CORTINUE ____ . — . e
70 [1=80
& FN=Ai+Bl-1. I, . ] U, -
o XKzAl-1l,.
D CFMODzFNRX e e L. . o s -
D FO=LOGFiIX)1/5.
s FO=EXPFEFO)Y. . . . e e e+ e o
G FMO=FMOD*FO
IFIXX~FMO+2 4} £252086726447 .. . e e e .
D &42% XX=FN~-XX
o X=la=X . e — . R . e e e e . e e e
442 SENSE LIGHT 2
447 CONTINUE . . _ . e et e
o AA=X/{le=X}
~ xXXi=11 - e e . L ee e eaa e
= SS{IFN-XXI XX #{XX*XXT I P/ L EXX42 oW XX] =10 ) #{XX+2,%XX]}}
> 55=55%AA ) . L . e o
108 II=!l-1
D Al=i1 e
D DI={AT#{FN+AI NI/ LIXX+2 %Al +1, i {XX+2 %Al })
i DD=D1#AA L _ e . - R ; e el ..
o Cl={{FN=Al=XXI#{XX®AT I/ (IXX+2 s RAl~1a ) ®{XX®2Zs®A]}]}
&} CC=ClmAA e e e . e ..
o S55=CC /{1 «+DD/{1ea=551})
IFi1l+-1) 109,109+108 . S, . - _ N
D 109 SS=1le/(1e=55})
> Cl1=2L000MIFN+1e }~2L0O0GGMIXX+24) ~ZLOGOMIFN-XX )+ {XX+1le 1 ®#LOGF (X)L *{FN-
IXX=1e) %L 0GF{1a=X]
D SSUM=LOGF(SS)Y - . Lo e e e e
O SSUM1 255UM+(C]
IF{SSUMI+8C.) 42344230310 e e R
D 423 RESULT=0.
G0 TO 421 e M M m e e e e o e ..
D 110 SUM=EXPF{SSUM1}
D RESULT=SUM e e e e e e e e s e e e
GO TO 421
D 223 RESULT=0a. o - .
2 P=RESULT
GO T 86 . e e — . e

. 326 RESULT=l.




(R

421
426

e v

D 4865

L)

@6
428
455

e Q

Lo}

456

459
466

DOOC

467
4569

QLU

470
468

IF{le=X)~LOGE(ALSBYI=10)

B=RESULT
GQD‘G' - e
GO YO 86

[EISENSE LIOGHT 2 4264428

XKzla=X
XXz FN-XX

1152 L000MIFNLa 1 =2LOGGMIXX 4] e} ~ZLOGGME EN=XX+3 s +XASLOGE i X )+ (FN=XX}
19 OGFLla=X) i

IF({T1+445) 460+460s456}

RESULT=1.-RESULI ¢ e o e

GO YO w28
RESULT =1« ~RESWLT-EXPF{TLY ..
IF{SENSE LIGHTL! 45644429

BizBli+ls

C12ZLOGOME{AT+B] 1 ~2LOGGMIAL I ~2L0GGMIBI ) +(Al~1 1 %LOGFIXI+(B1~104}%L0G

AlzAl~1.

IFICIea%) @429s62%065& . _ ___ .. _..

RESULT=RESULT+EXPF{C1)

GO TO 429 e
IFLAL=B1) 46620064,4067

YzAl _—

Al1=31
Bl=Y  ______ __._. e e -
X=1 =X

SENSE LIGHT 1 e ..
IFiX~o85) 4682656944669

YAl

Al=R1

Bl=y e — o - -
Kz}-—*x

IFISENSE LIGHT 1) 4RBs470 .
SENSE LIOGHT 1

CONTINUE o
221

C2:A}‘?‘. _—— e e -
SUMG=0.
SUMG=CLBETA+ALI®LOGF { X1 -LOGF{Al}
TF{SUMG+BDe) 29502950240

RESULT=RESULT+EXPFISUMG)Y _ .

Clé6=1,-81
SUMH:OQ -

SUMH2CLRETA~LOGF (C161 +C2%LOGF X} =LOGF (C 2}

LF LS MH+4% ) 29%42954260 .
RESULT=RE SULT+EXPF{SUMHKH)

C1T=A1+2 e

ClB=2+14-81
Cl19=Alel+1. e e e
C20=2+1.

SUMH=SUMR+>LOGF (X1 +LOGF (1T 1+LOGF 1C1B1~LOGF(CL191-LAGF{ C20)

IsI+1.
60 T3 250

CONTINUE
IF(SENSE LIGHT 11 471,429
Y=A]




OO

QU TT

475

422
4217
87

W L)

.
D403

a4
0O 405
D 415
86
542
543

S44

548
549

A}=31
Bl=v

X*i.-‘x

ERULT=le~RESULY _ . . —
CONT INUE

IFISENSE LIGHT 3) 47444715 e )
Y=

Alefl e e . e
Bl=Y

Xz1le=~X . . e
RESULT=le~REBULT
CONTINUE .. e e , e e
RCOM=Y s =RESULT

IFIRCOM-1.E~12) 422:422e627
RESULT=1.
PERESULT e . e
CONT INUE
OREI=CLBETA+{AL -1 ) ML OGFIX14IB1+ 1 1%L OGF {1e~X 1+ OGFIYAD/YBD} .
IF{ORD1I+&5e) 40344603 ,404
GRS=QU e e e e e e . ——— e
GO TO 86

1IFIORD1-8B0. ) 4£151605:40% — ;
ORD= «99999999F30
ORD=EXPFIORD LY o o e ———
IF{FLAM) B0s5424562

IFIFLAM=1.E-7}. 5635543 ,504 .

PEIKA}=P
GO YO 89 -
CFLAM=1000.
IF{FLAMCFLAM) 5474548,548 _ . e .
PRINT 9434+K12+K15
FORMAT {65HO NORMAL APPROXIMATION WAS USED FOR PQISSON PART OF NONC .

1ENTRAL F 219)

O 547

AAzZ (XX/FLAMI®#2,53333333~1a¢2a/1{9.%FLAMY = . . e
BB=AA/SQRTF{2.7{9.#FLAM})

CALL NORMS{BBLLlePPLl) = .. oo .. e B,
PP=PP]

G0 TO 401 e o e me e - -
Ci=zAAL % OGF (FLAM)} =ZLCOGGOM(AAL+]l+ ) =FLAM

IF(Cl+458e) 550.550e88)

D 550

D 551
451

DoDO

494
496
497,

491
493

PPz0.

GO 10 401 - e e e e e .
PP=EXPF{C1)

CONT INUE e e e e
SURRES=P®*pPpP

SUBQORD=PPRQRD _ .
FIORD=FIORD+SUBORD

FIRES=FIRES+SUBRES . ______._.__ o e e e e
GO TD{494,496) ¢ INDE

IFISUBRES-1.E-12) &4B86+48Ge4B8 __ . __ = _ _  ____._ e e e e
1F(SUBRES-1.FE=12) &9T7:497+487

PE(XA}=FIRES - .

IFIYXD=1eE=12) 491,691,492

JFIYAD=1a) &9Q3s4B&aAN98 _ _ __ . _ ... e
LE(KA)Y=,99999999E30

93




GO 10 89
~R4 ZEIXKAY=EXPF{-FLAM) .
60 10 89
499 LE(RAI=D, e [ [
60 YO 89
492 ZE{XA)=FIOQRD .
GO 10 8g
B0 PRINT 81.X12.x18 - -
81 FORMATI26nM0 ARGUMENT NKOT ADMISSIBLE 216}
PEIKAS=-Da R — e U —
89 CONTINRUE
RETURN

enp 00T T ’ o




SUBRDUTINE KRCFP{PH AMsBRsUR XM}
DIYENSION Prili+AR{ T +8RTLI+OHMEI extL1) .
COMMAON NKA;&CA;&HB;NCB;Rﬁi.NCCnHﬁQtNﬁD'NRE-Miﬁ
DO 87 K1%=1.NCA e e e
DO 57 L1271 .NRA
KAz {15~ #NRA+K12 _ . . e
PR,
AAD=G, L. - e
BB,
YXD=d, . e
ti;“jt
(=20, . e e e e e - .
XDh=10,
FLAM=0, e L - -
PRPD=PHIKA)}
AAD=AMLICAY o e e
BBDsBHIKAY
FoAM-ACHMIEXAY L e ) . -
D FLAM=F{ AM /2,
l IFLAADY 92952,31 .. ..
11 IFIBBD) 5252412
12 IF{(PPDI 5221516 . - i e e e
15 XH{KA}=0.
GO O 57 e e o ; o
16 IFI(PPD-14) 18418952
0 18 PPH=0,. e e e . . .
D PPHzl ~PPD
. IFIPPH~1.E~B}) l&a214sl9 e e
19 IF{PPD-1.E~30) 15455+17
D 17 YADR=AAD/Z. . e e -
(] YBD=88BDs2.
D ypL=ppp D . . .
D Al=YAD
D
el

Qoo oUon o

Ri=YBD_ U . e e
PP=YPD
T4  IF1OPP) §99,50125020 - o - — e
D501 AX=T,
GG TC 600 .- - . o
602G IF{PP=14) 502+164599
602 IFLABSF{Al=Ylel=1al~7) 121912310122 . __ . .. IO ——
121 IF(ABSF{BI~-1s0=1eE-77 12341230122
123 IF(FLAM=-1eE~7) l24el2&490185 ____ __._ __. .. .
D 124 AX=PP
GO 70 500 . . e e e e e e -
Cl=PPaEXPF{F{AM}
X=1e4s LOGF(PPI/FLAM _ i -
IFi{X) 12941294128
129 X=ABSFIX)®*FLAM e e e
128 X1= X#(LOGFtCL)-FLAN'X-LOGF(X))/(FLAH+1 28
IF{X1) 130+130.131 e e e e mm e e e
D 130 x1=zl.E-6
- -GO TO 332 -
131 1Fi{X1=le) 13241334133
D 133 Xlsle=leE~& e e e
132 CONTINUE

[ G2 ]
—
at]
i

o




1P LABSF (X=X vl1:E~B8) 12641265127

o127 X=X} ..
GO TG 128
a0V se AX=X1 - . ; -
GO T8 800
17272 1F(PP~,9%1 134513%,13% R
O 19% X2{Al=1ev3a®FLAM]/{ALl+B1=2.4+3.*FAM])
GO 10 138 e .
O 154 Xa{al-1,.¢FLAMIZ{ALIBL=~2 ¢F L AM]
1384 CONY INUE e et e . .. -
iFix=1«E~161 514+518:518
D 816 ¥zl.E-13 e e e e e .
GO 10 S%a
%1% [Fix=1e) B54:555.555 .. __ e
0 568 Xz],~14E-12
8584 N=2% S — -
111=0
1120 e - e e
516 1l=ilsl
D827 RESULT=0. R e -
D HX=X
o FIQORD=2,. e e e e arems e
] FIRES=0.
LFLAM=FLAM e - e e e e e e
Y] XFLAMzLFLAM
] 1AL+ XFLAM~1, - e e e . -
LX=LFLAM=1
LLX=LX+] . — e e e e e
PN =
GO 7L «88B e e e e —— -
D 488 Al=-al+XFLAM
. INDE=2 . - FN
487 LXz_iX~1
- LLX-t X I e o [
IFILXY 97+489,489
D 489 AAI-=LX U e e - -
3] Al=Al=1.
GO 1O 485 e e e - e - .
4B8 LX i X+]
o AAlI=LX - e
] AlzAlele.
D 48% PPO=D0, B ee— oo .
] PESULT=0.
D PA’O. - el o - ——
SENSE LIGHY ©
o} CLBETA=2LO0GMIAL+B11-21i OGOM{ALLI-2ZLOGGM(B1y e
IF(CLBETA+B0a) 406+40649407
40& (CBETYA=S0. L. - - .-
G0 12 408
&7 IFIAL=1a) GYllebile&ll ___ . _ ___ . L
411 1F{Bl=le) 40Br&12,402
L1? CBETA=FXPF{CLRETA, e e
402 IFLAL=14) 510+505,4510
5065 IF{Bl-1le) 5060422506 . .. __ ____ . T,
D 506 CONST=31#L0GF({1l.~X]}




3]

0

O

W

Loe N v e

D

507

510
511

212

- o

4313
4135
436
4137

434
438

440}

439
@17

1995

420

416

419

1594

o
0
D
D

TFHCONST +45, ) 42244224507

RESUL T2l ~EXPFICONST) - L
GO TQ 4718

[Finl~1la) @0Z2+511008 . .
CONST=AT#LOGF (X

IF{CONST«45,) 42746279812 . ... ..

RESULT=EXPF {CONSTS

G0 To 475 o . e e

1FLX) 1999+323:+5

JF{X-1e} &s3286:1999 __ —— s e = e
TFiX-14E=161 323432347

KHpzl,
xHHsg‘-x
IFiXrM=1aE~14) 326+326s8 e
[FIABSFLAL~1ei~14E~81 63304334430

[FIABSF{Bl~lel=lab~8} 435+43%:,436 e

PA=X

ORD=1. e -

G0 YO 200690

Cl=818L0G6F {Ya=XY . o . e e e e .
IF{C1sa%,) 42244224437

RESULT=1.~EXPF{CYY _— e e e
GO TO 429

IFIABSF{B1=1al=leE~8) 438»6380439% _ ___. __. L [
Cl=AL1%_OGF (YY)

IF{C1+44%,.) 42324234440 _ __ _ _ e e e e
RESULT=EXPF{CL}

GO TG 429 . . —_— SR
IFIALI~1000e) 41690416e417

XXz2awA ® il a~X /X e . e
DF=24%31

PRINY 1995,K12sK1% . . _ .. _. e I, S .
FORMAT(29H0 CHIX APPROXIMATION USED IN 219}

CALL CHIZIXX+DF 2 PROSQOR«K1Z2:K18Y o
RESULT=1,-PRO

IF(RESULT~e99999999). 4294204420 . _._. } e
RCSU..T=1le

20 10 429 L [ e — - —— I
IFi{B1-100Ca) 41844192419

XX=2 #818 X/ { e =X} o e
DF=2.*A1

PRINT 1994eK12:K15 .. R e e e
FORMAT (29H0O CHIX APPROXIMATION USED IN 219}

CALL CHIG (XX DF ,PROsORK124K151} e e mm—e
RESULT=PRO

IFIRESULT~499999999) _429+420:420. —

CONT INUE

IF{Al=la) 45704974458 __ . _ ____  __. __. e e mm—
IF{Bl=1e¢) 6599458,458

CONT INUE e e - B e e e e e
IFiX=e50) 672:473,473

Y=SAl o e L _
Al=B1

Bl=Y e e e e

X2le=X




N SENSE LIGHT 3
472 CONYINUE ... B
IF{Al wle) &5 204693,45%3
D O&B2 Al=al+lia e . e o . e
O Blegdli~ie
SEXSE ¢l6mMY L. . L . e e
853 CONTINUE
11=80 S e e
FNz3AL+B83-1,

AXK=A ~1 o e A o + e e e es e roetr————— =~ >t v e
L3 A ES 37T 3 §
FO=LOGFIXY/7/%a - o e e e .. e e . e
FO=EXBF{FO}
FMOsEMOD®FO e . . e
IFIXXN-FMO®Z W) 025, 46?.#&7
XX=FR~-XX e e . S
X=x} o=k
SEASE LIOGHT 2 _ .. e e ————— e . o -
CORT INUE
AAZX/t1a=X} e m e e . e ————— e - : ..
Xxi=1t
S5 ([FR~XX]~XXI®{XN+ XX LI KX 2o R XX I~ 1 PO {UX+2o%XX1} 0
SS= 55 RAA
108 Yl=11~t R e e e ————— o e e e e
Al=l1
DIZIAT®{FNAAIIY " LUIXX* 2. 2AL 4]l ) B{XX+-2 %A1} o . el
DO=D1#AA
Cle{ IFN-A]I=XX)®RIXX+A I L {XX+2 o ®AT =1 o JR(XX+2o#AT ) . _ e
CC=C1%AA
58=CC 1 1#D0/C e =88 Y . ______ ... .. . . -
FFett=l 5 10%.109+108
S8=ia.ftle~SSY  _____. .
Cl= ’LOGGM(FN*I-i'ZLOGGM(xX¢2¢I—ZLOGGM(FN—XX)*(KK*}.)*LOGF&X}*SFN-
1XX~;: « i % .OCGF{1s—X) e e e amem
SSUMsLAGF 155
SSUMY s §SUMSC ) - e e . S
IF{SSUMLI+BC ) &23p#230210
23 RESULT=0. e e e SO
GO T0O w21
D 110 SUM=EXPF({SSuUML) . e e -
] RESULTESUM
- - GO TO @21 e e L
D 323 RESULT=D.
%) PA2RESWHT S e e .
IF(Al=] .} ﬁOio“Oﬁp“Jﬁ
DHC  ORD=,99999999%E 30 — e .
GO YO 2500
D 406 GRD=CBFTA e o o s o o o . e e R
60 YO 2000
Dal% CRD=0, e e . e
GC 10 2QLO
0 326 RESULT=)a - o S
D PAZRESWLY
L IFIBlele 2034604 240% oo . . e e e
&21 IFISENSE LIGHT 2) 626v426

§
“
[

A2 CFay il 26

& & &
rP N
~i N u

i
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-
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VO QU QoOODO QOOL
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o




D 426 X=l.-¥

b XX=2FN=XX I

o Ti'lLBbG”fFﬂ*It3“1Lcﬁﬁﬂfll¢it3‘2LGGG“‘F“*XK‘X|EGXX’LOGF!X§"FN'RX;
1#L006F {1a~X) - . e e

IFiTi+a%e} &66-&66;&6?

O GED RESULT =Y w=RE S Y o o o e
GO T3 428
L 461 RESULTSIa=RESULT-EXPFIT I L o e imwn e e s
428 JF{SENSE LIGHT1! 4544429
D 454 Bl=81+1. e e e [
0 Cla2i 0IGMIAL+B1 3-2Lﬁﬁuﬂili}-ZLOG@“(BI?*@AI iciiLOGFiX§*iBI 141200
IFIle~X1~LOGFIARI*BI~1ed . .o - - . e e e
D AlzAl~l,
IFICI 4654 82996295456 .. ... . .. . - . R
D 4%6 RESULT=RESULTSEXPFICL]
GO 10 429 . - —
459 IFIAL-«BY) 46644606:467
O &6b6 YERAL e _ . - e e
D AlxR1
D Bl=vy e e e e e .
o Xz]e=X

SENZE L LGHT 1
H67 IFIX~,85) 468:4690469

D a9 Y=A] e e e e —————— Lo o e e e
o Al=dl
3] Rl=Y e e o _ S S,
D X=]le~X
e en IF{SENSE LIGHT 1) 4684170
472 SENSE LIGHT 1
L68 CORTINUE e o . e eme— -
D Z=1.
-D C2=A1+1,. . e e - . el e
D230 sSUMO=0.
O SUMG=CLRETA+AL*  OGF{X])-LOOF{Al} — ]
IFISUMG+B0.1 2954295240
D 2640 RESULT=RESULT+EXPFISUMG)Y .  __ ___ . _ e e e .
0 245 (Cl6=},.,~-81
o SuUMH=0, L. e e o - -
I SUMH = CLHETA*LOGF(CIGI*CZ'LOGF‘X) LOGchzl
2= IFISUMMHT4%.1 29522958,260 . I § —
3 260 RESULT=RESULT+EXPF{SUMH)
O Cl7-a1+2 e e e e e . e - - T,
0 C1B8=2+1.-31
D Ci9=Al+2+1. R, el .. e e - . .
D C20=2+1,
D. . SUMH=SUMH+LOGFAX)+lOGF(C171+l0OGFICIBI-LOGFI{CIOI-LOGF{C20) R
0 L=l+1,
. G0 TO 280G L. _ ... e ————— s .- e e e e
29% CONTINUE
CIFUSENSE LIGHT. 1) 4T1a62% .. . _ ... . e e e e
D 471 Y=A)
D.... Al=Bl . _ —
D Bl=Y
D L Xmle=X e e e e mm e m e m - e e e m e e e e e m e e e e
o) RESULTsL.-RESULT




429

el
&
~
&

&
~4
o

OO O ouoo
L
LSRN
o B

409
2 415
2000

Gk

448

D 483
D 450

D 451
D 401

Qoo

494
496
D 497

443
547
548
532
529

Qoo

D518

2520

137

CONYINUE
IF(SENSE LIGHT 3) 785675 .
YyzAl

Al=81 . e

Ri=¥Y

£=le~X e . -
RESULT =2l «. ~RESULT

CORTIRUF o P

R{:G”-‘i ."RE%ULT

IFIRACOM-1FE~12) 4224223427 .. . . R
RESIH T

PA=RESULY L. .
OQRO1=CLBETA+{AL~ I-i‘LOGFfliffal loi‘LQGF(Io'Ki
IFIORDI+*4D . 40544054409 @ _ ) e
IF{ORD1I~BIs) 415%+403+403

ORO=EXPF{ORDY) e e e e
IF{FLAM=14E~T) 4635443446064

CFLAM=2 1000, e e e
IF{FLAM=CFLAM] 483,44B4448
AA={AAL/FLAMI®® ;33333333 ~] o+2e/ {F*FLAM]}
BB=AA/SGRYF[ 2,/ (T RFLAM} )

CALL NORIMIIBBCCePRYY o .. -
PPO=PR1

GO 19 401 . SR

Cis= AAI*LOSF!FLAH%-ZLOGGM%AAI+1-}—FLAM

IFIC1+45. 3 45004504451 _ . __. .

PPO=0.

50 10 401 -

PPO=EXPFILL}

SUBRIZS=PPO®PA . ___ . .. __ _. . e
SUAQRD=PPO*(RD

FIORD=zFIORD+SUBORD. . e~ R
FIRES=FIRES+SUBRES

GO TOL4S4 496 !NDE. . . .
IF{SURRES~1 oE~12) “860686.#88

[FISUSRES=14,E~12) 4972497487  __ __

PA=F[RES

ORD=F IORD. e e L

IFLI1=1) 567:547 0548

INDEX=1 - e e

G0 T0(5320533053§)01N0EX

IFIDRD) 52245224529 _ .. . e

CONT I NUE

XC=X~{PA~PP)/ORD. . e eo

€L =0,

ABDP=AASF (PA~PP) . ; e
ABDP=AQDP /PP

IF(ABDP~1.E~8) S18.518.:52Q  __ ,

AX=XxXC

GO 10 600 _ ... . . . oL SO

XHR=0,

XHHz L o=XC . . . —— e
1FI(XC) 13741375138

111=)r1ed .. ... .. e e eo L
xxi=[f1




* ] X={ ,01%%)XX1
: 138 CONYINUE - U
, IF{XHH=-1+E~15%]) 5570557;556
M 586 IFIXC>~14E~-30) 55B,55%8.55%4 S SR -
D587 A= {X+1e)/ 2
GC TO 560 e e e = e
. $B%8 X=X/2.
GO 1O S60 e
0589 XsxX(
560 INDEX=1 e i e e C e
1F¢li=-N} 516:5}6'522
522 NLT=0 . ... el S L e -
b HX=X
IFIX~14E~-3C) 550550551 _ ___ S . o -
D551 XHH=(0,
o . XHM=2] =X _ — e+ i e
IF(XHH-1eE~15) 553,553,552
D550 X=e01 . e -
GO TO 982
_D553 X=.%9 e e . N . -
552 IF(PA-Pp! 535'536'537
D535, DEL=1.-X e o . e -
GO 1O 538
D537 DEL=X e o - e e e
GO TO 539
538 IFINCT =123 540+540+546 _ __ _ __ N, . e e

DS540 ABDP=ABSF (PA~PP)
) - . ABDP=ABRDP /PP . _ _ __
IFLABDP-14E~8) 536¢5364541

D543 DEL=DEL/1Q. . . e e e e - e . e
NCT=NCT+1
IF(ABSFUDEL)=1+E~14) 5362538542 = = ___ . G e R
D542 X=sHX+DEL
D HX=X N N — — . et urm e e+ e
IFiX~141} 562;561’561
D561 X=1. C e e - e -
562 CONTINUE
INDEX=2 . e e e e h
GO 7O 527
533 IF(PA-PP) 54245364539 . - - -
539 JFINCT=-12) 543,543.546
D543 ABDP=ABSF (PA~PP) e e e N e e -
D ABDP= ABDP /PP
[F{ABDP=-1.E~8) 5369536546 _____ - . e e
D544 DEL=DEL/10.
NCT=NCT+1 ... . ___ R - -
IFCABSF(DEL)I~1.E~ lhl 536536545
25465 . X=HX-DEL . .. L . e . e e mmm—mn -
0 HX=X
1F(X) 56305630566 - - oo ____.__. i .-
LY K] X=0,
— 564 —CONTLNUE - — - e
INDEX=3
s --060.TO 827 e e e e e e m e = e e e e

534 1F(PA=PP) 538:5306:545




!

' o

& D536 AX=zX
- 60 10 00
Da4us  AX=X
PRINY S$244,K12:K1S ..
24 FUORMAY{13540 IN ELEMENT Ikc!boéiﬂ FULL CONVtQGE«CE UAS NG' A?TAiNED
e MAY BE SOMEWHAT UNPRECISEY . ___.
&0 YO 60T
5099 PRINT S9B.K12.£15 - e
598 FORMAT{ZOHD ARGUMENY NEGAYIVE iﬂocﬁt
AXE-0, . S e e
GO 10O 83
600 CONTINUT e e — e
- b YXD=AX
o AHM= Y ,~¥X0 -
IF{AHH=-] e E=30) 14s1%,s13
16 XHIKA}I=,99999999E£30 R e S
GO 10 87
O 13 XDD={vyXD*BBDi/{AADM (1 a~-¥XD1} .
XH{KAY=XDD
6O TO &7 e e
1999 (ONTINUE
- 52 PRINT 51sK12.%15% . o e s e .
851 FORMAT(26H0 ARGUMENT NOT &DMISSIBL& X&.I&}
oo B XBUKAYE~0e o . } - . -
57 CONTINUE
RETURM _ e .. . . _
END

102




SUBROUTINE NCTXITEWAE«CE«PELORE )
COMMONR NRASNCANREB o NCHBJNRC o NCCsNRDWNCD
DIMENSION TE(I)-AE(I);CE(II.PE(I)QORE!!!
SU B9 Ki1Ssl.NCA _ . ——
D0 89 K12=] 4NRA
a : KAz (K15~ I*NRA+X]12 e e m e
POSUM=0,
FLaM=0, . e e
FIRESaO.
FIORUD=0. . - e L e e e e
YPO=G,
XXD=35, e e e e e e e e e v .- -
A‘D‘Qc
BR800, . e — e oo .
X=0.
e FLAM=CE E<A) - — e
FLAMSF_AM/ 2,
XXO=TE(KA} e - . .
AARD=AE (XA
IF(AADY BO«80¢31 . N U ) e o
IE 11 [FIFLAM} BOwl12¢12
o 12 YXD={xXXD#*231/AAD e e et e R
D R1=AAD/2.
D X=YXO/781.+YXDo o _ . L ___.. e e
IFIFLAM-15,) 4523462:463
0 w62 AlAa=0, e -
INDE=S
. , GO TO 488 _ : . e e et e e
O 4066 Al=,5
INDZ=6&6 .. e e . - . . .
GO 7O 8%
463 LAM=FLAM e e e e e e . L .. e
0 XLAM={ AM
D AlAZXLAM-]1, . . .~ -
INDE=1
GO 1O 488 e e e s . -
- G4B7 AlAzX|AM
INDE=?2 e
GO 10 486
D 489 AlAzXLAM-.5
INDE=3
GO TO %8B .. . _ . ____. e e e
D 499 AlAzX{_AM+,.5
INDE=4 e e e . L .
GO TO 486
488 Al=AlA+ . L
GO 10 485
486 Al=AlA~-lse. .. e e e e e e
485 AlA=zAl
AAlzAYA~- 8 _ ... _ . e
P=0.
e PP =00 - . —
RESULT=0,.
. SENSE LIGHT o .. . e e
D402 ClBETA=ZLOUGM(A1*BI)-ZLOGGN(AII-ZLOGGH(UX)

Cee gt o Wb § s oL

-

e RvBRSReR e RN T e

i

COOOUOV ©




TFICLBETA+BD,. &L0&1406,607
CBETA=G .

S0 YO 408

IFtAL=1el GYietl2e8Y)
IFIBl=1a1 608e612,408
CBETAREXPFICILBEY A}

PFi{X) BOs 32345

[Fix=-1+E=14) 323,323.7 . __
EHrz{,

Xtipiz ] ¢ =X —_— -
IFiXrn~1eE~14) 326432648
IFIABSF AL~ =L «E~8) 43354334434
IFLABSFiBi~1.1~1.E-8) £3%:,035:43%

PsX e -

GO 10 a7
C1=81eL00F{3a-X1 _

IFICL+a8a) G22:48224437
RESULT=1.~EXPFICL) U oL
GO TG &2%

IF{ABSF{dl-lel~1.E-81 4385438+439
Ci=A1#LQGF X)

IF{i+454 ) 423,4234440 —

RESULT=EXPF{C1}

GO 10 a2% el o

IF{AL=1000e¢) 41606109417
XX=2.0R1% (1 .~X}/X
DF=2,.%81

PRINT 1995+ 12sK15

FORMAT {29HC CHIX APPROXIMATION USED IN 219)

CALL CHISIXX+DF o PROWOR«K1Z2eK15)
RESULT=.+~?RO
IFIRESULT ~¢9999099%; 429+420:+420

" D420 RESULT=1.

OO OO

—— - —SENSE LIGHT 3 ...

72

~60 10 429 — . e

IF{B1~1000«} 41814192419
XX=2., #B1#X/{lea-X} . =
DF=2.%A1

PRINY 1994sK12:K15

FORMAT (29H0 CHIX APPROXIMATION USED IN 219}

CALL CHIG{XX+DF o PRO'ORWK1IZ2K1D}
RESULT=PRD
CIF(RESUL T=e9999999G) 429¢420:420
CONT I NUE
IF{AlI=~1a! G5T7s4574458 _ . . __
IFiIBl=1e) 459,458,458
CONTINUE .
IF(IX=a50) 472447344173
YzAl e e e e
Al=81
Bl=y e e e -
Xzl,=X

CONTINUE
CIFIAL=1.) 452045934483 . __ . __._...

D 492 Al=Al+l.




4] BisBli=le
SENSE LIGHT 1 L B
&%% CONTINUE
10 1i+80 . e e
FN=AleBl~1s
XXzAl=1e e e e e m e e e o -- ee =
FMODzF N2 X
FO=LOGFI{X /8% . .. .. - e -
FOSEXRFIFQGY
FMOzFMO8FE . _— ; ——— . e e I
[TFIXN~FHO+2.) &25,04 744467
42% AX=FN~XX e e e m—m - e e e - -
‘2‘10"1
42 SENSE LiGWT 2 .. .- . e ieem e -
44T CONTINUE
AA=X/tie=X} - . —_ e
XXi=11
S5 (IFN=RAXI=XX) ®IXXSARILIS LA 4 Za XX =L R IXX 2 *AX1} ) . A
55=55%AA
108 Il=1l-} L o
Al=l1
DI=IAI#{FNFAL I I /L IXAT2aBAl 2]l o i M IRXP2a®ALY Y .
DO=D1#AA
Clz{UFN~AI~XX1®IXX+ATJIALIRXALZa®Al=~1 0 I HEXX422%A1}} -
CL=C1®wAA
S50 /i1++0D /{1 e~835Y . ___ -
IF(Il=11 109+109+108
L1009 S8=le/(1le~58) e ot e e e e e
Cls2LOGOMIFN+1 o ) =ILOGOM{ XX 424 ~2LOGOM{FN~XX}+{ XX+1 e 1 *LOGF { X )+ (F N~
1XX-12}*L QOGF{Ye—~X) o ... ... L e .-
SS5UM=L OGF 155}
SSUML =SSUM+C L e m . .. . -
IFISSUMi+B804) 423,423,110
@23 RESULT=0.
GO TO 421
110 SUM=EXPFISSUMLY .. . . o e =
RESULT=2SUM
GO TO 421 . e . e
3123 RESULT=0.
P=RESULT . . e e e .. e N
GO T2 4«82
326 RESULT=1. e .
P=RESULT
ORD=0, e e - T
GC 70 482
421 IF{SENSE LIGHT 2} «26s428 e e B S
426 X=l.-X
XX=FN=XX o e e L
T122LOGGMIFN+]1 e} =2LO0OGOMIXX+]14) ~ZLO0GMIFN-XX+]l o )+ XXSLOGF (X} +{FN-XX)
I'LOGF€1.-X) L e e e m e mme — o - . . e
IFIT1I+45¢) 460945600461
D 460 RESULT=1.-RESULT - e e
GO TO 428
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rw

4%, R1zBlel.
CIzZ2LO0OMIAI+BY 1 =21 DOGMIAL Y ~ZLOGOMIBL I+ (A1~ 1L 00OF X} +iBi~la]}t
IFIla=Xi=LOGF{AL+BI~]e}
AlzAlwle IR e
[FiCl+6S 4] 429462F1456
456 RESULT=RESULT+EXPFICL) S
GO TO 429
459 [FIAL~B1) 48862486487 e
G686 Y=Al
Alr81 . — . . -
Bl=y
X=lae=X
SENSE LIOMT
467 IF{X=a80) L6R+4692886%

Lo SR & i

L]

QOGO

O 463 v=A?

& Al=8] —_ e -
o Bl=v

& X=ie=X PR

JFLSENSE LIOGHMT 1) 468+470
70 SERSE LIGHY 1
468 CORTINUE
D I3l . ) — . e e
o (2=A1§i.
0230 SUMG=0, e .
7 SUMG=CLBETA+ALI#LOGF{ X1 -LOGF (AL}
IFISUMGHBOL) 2595929%0240 . __
D 260 RESULT=RESULT+EXPF{SUMG)

D 245 Clé=1.-81 —_ e
D SUMH20D 4
D SUMH=CLBETA+LOGFICLI6I +( 28 OGF (X1 ~LOGF {C21)

257 IF{(SuUMH+aS el 2959295:260

260 RESULT=PESULTSEXPFISUMHL . _ __ .
Cl7=a1+2
Cl8=2+1.-B1 e e e e : e
Cl9=A1+2+1.
C20=2+1, . - e )
SUMHsSUMH+LOGF{ X1 +LOGFIC1TI+LOGFIC18)~-LOGF{CLI9I~LOGFIC20])
2=2+1, e . .
GO TO 250

29% CONTINUE . e
IF(SENSE LIGHT 1) 471+429

vODODOL

D 471 v=Al S e e m e

0 Al=81

] Bi=y ... e

D X®le=X

D_ . RESULT=1.~-RESULI O

429 CONTINUE
IF(SENSE LIGHT 3)_ &Taek?%  __ -

D 474 Y=A1l
D ... Al=BY e - o
D Blay
Do . Xx]l =X . . e . o [
D RESULT=z1l «~RESULT
7% CONTIMUE . _ . oo L .

o RCOM=1,-RESULT
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o

o

D

w0

(%)

CoQoQL O

le)

M

22
427
87

101

102
103

41%
482
443

IF{RCOM=14E~121 &22+4224427

RESULT=1.

PsRESULT

CONT IRUE - e e e . S
ORDI=CLBETA+(ALI~23 )% OGFIXI4(B1+.51¢L0GF{ La=X e S OGFILAAD
IFIORD1+45.) 1033016102 . . - e
ORD=0,

GO 10 #82 ... ... .

IF{ORD I-8Ge ) #15%+103+302

ORD=z . 99999999E3D - . - - e . ) -
GO TO 482

OROsEXPFEORDLY | o e . e
IFIFLAM=]E~T7) A4t ddd bes

PEI{XKA) =P e . B} . . .
ORE{ KA 1 =ORE

. Q0 Y0 B9 . . e - S

Lhd

448
“wh 9

CFLAM=1000.
IFIFLAM=CFLAM} 4834484468 _

PRINT &4Fs2124K 15

FORMAT [ 650 NORMAL APPROXIMATION WAS USED FOR PGOISSON PART OF NONC

1ENTRAL F 219}

483
450

45%1
401

478
94
497
498
496
486
490

AA=LAAL/FLAMI®®R (337333323122 /49 *FLAMY = . _..
BBzAA/SQRTIF (2.7 (F.%FLAMI]}

CALL NORMS(BBCCoPPI . __. e - e

PPzpPy

GO YO &«0Y . .. _ - A I » .

ClzAAL*L OGF {FLAM)~ZLOGOMIAAL+ 1.} ~FLAM

1F{CLl+45e) 45024502451 —— [

DP:C’).

GO 10 &0 e . - S

PP=EXPFi{C])

CONT INUE [ . - e

POSUMzPOSUM+ PP

SUBRES=PRPP . S ol
SUBORD=PP#0ORD

FIORDsFIORD+SUBORD e o L e -
FIRCSzFIRES+SUBRLS

GO TO{494:69T7+49%4,496s4Tar4ib) s ANDE L. .-
IF{PPwl E~12) 4B4,4840488

IFIPPaleb~5) 4B4&saBao4h88 . . [P — N
[F{AlA-149) &4BOL6BLyGI8

IFIPP LY E~12) 4B&,484488 . _

IFLAIA-] b} 4BOL4LBLs6L98

GO TO{4874490+6499449)12490:491) « INDE S
FRES1I=FIRES

- FORD1=FIQRD. — — - R - -

FPOSM=POSUM
FIRES=0. e e R, .
FIORD=0.

. POSU"‘OQ U, .

GO TO(4BT+489+499,691,664s691) s INDE

9L _IFIXXD) 492+493,483 . JE -

492

FRES={1a.-FPOSM+FRES1-FIRES) /2.
FORDaFIORD=-FQRDL __ . . ___ . __.__._.. e emm s I e
GO TO 481
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KD)=1oE=121 40344034604

5973 [F{ABSF X
0 40% FRES={1.~FPOSM}/2,
G ORO1=ZLOGOM(BY+. 51 =2LO000M{ « 51~ Z1LO00CAIBLI~FLAM=-5#L0OLF {AAD
IFIORDI+45%a ] GUSSLO5 4958 _
O 40% FORD=2G,
GO TOH 481 Cee - .-
D 49% FORD2EXPFIORDL)
GO TC 481 R
I 404 FRES“(1-“5?Q5N4F3551+FXR£53f20
o FORD=F IORO+FORDY B} e e
481 CONTINUE
CIFIFRES Y 11541158336 ... -
D 115 FRES=*0e
.- 1186 CONKTINUE .- .-
PE(XKAY=FRES
U IF{FORD~-a99999999E30) 3801901 o e

19 ORE(KAI=.39999999E3¢0
GG 1Q &9 e e .
18 ORE{(KAI1=FORD
- - Q0 1O &9 -
80 DORINT 8L9K121K15
—- 81 FORMAT (26M0 ARGUMENT NOT AOMISSIBLE 2183
QE(KA)?‘--Q.
. CRE(KA}I=~(. e e e o et . .
89 CONTINUE
- RETURN e et . -
END
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16
18

19
17

130
135
134
136
133
137

123

SUBRSUTINE NCTRPIPGsAG LG XQ)

DIMEMSION PQUIT+AQI112CQEL) oXQ1 1 .

COMMON NRACNCAPNRBINCB o NRCoNCC o NRDINCD

00 57 KRiS=1sNCA . e e e e e
DO 57 K12=1¢NRA

KAz {K]15~1}%NRA+K12 _._ . . .. ; S Ll e

PPO=C,

AAD=0, e e e e e : L e e

YX0=0,

X=0. . e e v ercm———S————— e
XC=0.

XPD=0. . e . e e - L e i emmn -
FLam=g0,

PPO=PQIKA} . . e — e e e e e e e
AAD=AGIKA}

FLAM=CGIKAS} : - et

FLAM=F|L AM/2,

TFIRAAD)Y B29052812 o o i eee e L e e -
IF(PPDy 52215416

XCG{KA)==499999999E3Q _ _____ ... e - e .

GC T4 57

IFiPPD~1s} 18a18.:52 —_ e o

PPH=0,

PPH=1,=-PPD e e e . . . o
[F(9Pr~14E=-30} 14.}4019

IFI2P0~1E~30) 151817 ... oo ... . . . -
B1=AAD/2.

PP=PPD e e . [
F"U=O.

[FIFLAM=1.E-8) 1261284127 ___ - . e o
TFIFLAM=1000.7) 128+129,129

PU=0, e e e - R, e e e e e
GO 70 137

PUze5 I .- o em -
GO 10 137

LAM=F | AM e . e e e e e
XFLAM={_AM

AALI=XFLAM+ .5 _ e
Ci1=AAY} #LOGF <¢LAM?—ZLOGGM(AA1+1. 1~FLAM

[F{C1+306) 1306130131 Ll
PU=PU+EXPF{Cl]

AAI=AAL+1. [ [ . B -
GO 10 132
AAI=XFLAM-.5 - N e
[FLAAY) 133»133’135
Cl=AA1#LOGF{FLAM}I=-Z: OOGGM(AAL+]1,)~FAM -
[F{C1+30.) 133,133,136
PU=PU+EXPFICL)Y . . . e . . e e =
AAl=AAL=-1.
GO TO 135 e e e e e e .- e e oo L
=e5-PU/2.
CPUsSABSF{PP-PUl__ U
[FICPU=~405) 12391239126
X={PU o~ e e e e - - L. e e e
GO TO 12%
109



124 I1F{PP=,J1F 13B+13%B,139
139 [F{PP«,99}1 140+13%8,138
O 139 X7].~FPP
G0 7O 125 . e e i e e _
X =PB0
125 CORTINRUE . _
iFiX=1.E~30) 514¢B1as515
14 X=1;Ew1&
GO TO S5%4
51% IFiX=3a! 59%%e5%%e588 .. . . . S _
D 868 Xsl,.~1.E~12
5%4 N=130 . o
{1=0
%16 filzilel R
527 RESULT20.
] XX N : - _
9] POSUMe(,.
H FIORD=0. . - e o e -
D FIRES=[.
IFIFLAM= 1%} 46234625483 _ . L. .
C‘ &b2 §1ﬁ=ﬁo
INDE=S _ ‘e —— - . e -
GO YO «8H8
Loh Alza.3 o e e _ - B ..
I NDE=6
GG D 48 __
L& LAM=F{ AM
3 XiLAM=1 AM — _ e [,
A AlA=X[ AM~-1.
[8DE =] e -
GO 7O 4«88
O 487 AlIA=ALAM o
[NDE=2
. G0 70 486 e e - - -
D 489 AlssXt AM~,%
INGE=1D o _ .
GO TO 488
D 499 AlA=zX{ AM+.5 - - _
INDE=4
GO TS 48¢6 I —_— — -
488 AlzAlA+].
GO TO &85
486 Al=AlA-1l.,
85 AlA=A1
AAl=Al A~ &
P20 U I e e
PPG=0.
RES'\!LT=G. . .
SEMSE LIGKHT O
D402 CLBETA=zZLOOGOMIAL+RLII-ZLOGOGMIAL)I~ZLOGGM(BL L . .
[F(CLBETA+BO.) 406+606,407

t3
*
4]

Lo}

A

(&)

wWoD OO0

D 406 .CBETA=N. - . - - R
50 TO «08
duT tFiisl=lal “l,0aile%il . . o ] . P

L% IFiBi=le!) 4GCB8s412,4408

110



412
408

4]
o
433
435
438
O 437

4134
e D& 38

D 440
4139

417

1995

418

- 457
458

473

Ao B w e B o)

472

452

[@ R

453
70

Lot )

,RESUL?zic

SENSE LIGHRI 4 ]

CBETA=ZXPFICLBETA)

IFIX) 57232345 e
PFIX-1.E-74! 323,323,7
XHk=0,

Xtdaz] g =X
IF ¥l gF=lt) 126&6: 26,8 el -
FIABSF{Al-Tel=1eE~8i 433:433,434
IFIASSFIBI~T1.0=1+E-8) 43543544386

[

GO 87

L1=81 % O0GF ~-%}
FFilisaSe) G4Z270&229437 _ .
RESULT=I +=EXPFI{]

GO TO 429
[F{ABSFiBl~1ai~1+E~8}
Cl=zAL&LOOGFEIXY L

* o~
3o

¢
{le

43824384439

IFiCl4a%ast G2304234440
RESULT=EXPF {1}

GO TO 429

IFLAL=-1000a) 416saliedl?
XX=2 4 RAT*{ | 4=X)/X
DF=2,%8}% -
PRINY (995K 12s¢
FORMAY { 291D CHIX
CALL CHIGIXX DF s+ o
RESULT=1.~-PRO L
IF{RESUL T=« 99995999 42544204420

CIMATION USED IN 219
b K12 4K151}

GO 10 429
IFIB1~1000a) 41B8e4l%c¢4l9 _ . _
XXz #B1%X/{1e~X3}
DFSZQ‘AI

PRINT 19944€12+K15

FORMAY {29H0 (HIX APPROXIMATION USED M 219]
CALL CHIGIXX ¢DF s PROSOR WK 12 +K15}

RESULT=PRO e
IFIRESULT—059999999) 429:420+420

CONTINUE -
JFlAlw]le) 45744574458

IF{Bl~-la) 459,458,458 _ . _
CONTINJE
[Fix=-,50)
Y=A1

4T72+473,4713 .

Al=B81 S e e o e

Bl=v
l*l.—l

SENSE L16RT 3
CONTINUE
XF{AI“lo)
Al=Al+].
Bi=8l=~-1.

CONT I NUE
11=80

FNsAL1+31 -1,




¢ gma,!‘ P

-‘x"“’&i-}o
EMOD = ENeX
FO2LOGF{X1/5%.
FQO=LxPFLF Q) S . R
FMO=ERODEFD
IFiAA=FMO+2 . 4254867 ehb? . __ . _ ..
T 628 XX2FN=-XX
] ¥rule~¥ e e = - .
G422 SERSE LIGnT 2
GiT CONTINUE . e
AA=A/{1e~ X1
xXt=5fiy . __._. s
S8 { {FN-XX]~ xx;lfxx+xxz:}/cixx+2.-xxz-;.}*ixx+z.vxxx;;
S$5=5S %A
108 1i=1!~1
AI=11 . . .
01‘(AI§{FN+A1i}/{(X!*Z.*AI¢1.3*¢XX+2-'AI}t
DO=D1®AA .. _
C1=£(FN-AI~XX?*€XXOAIl)/((x!*Z-'A! 1ol ®{XX+2e®AL}}
CL=C(l#AA e m e
SS=CC/£;.+90/£1.-SS!)
— e IFEII=11 109+109.108 . ~ e e SR
D 109 58521 ,/7{]1+-585]

DO

QOO Q 0 LR R il v

i » Cl1=2LO0GGMIFR+1.)~2LOGGMIXX 426} 2L OGGMIFN-XKI+{XX+1e} *LOGF {X]+|
1XX~1a #LOGF [ Ta=X)

) SSUM=LOGF (88 ___._. ... . ... ] -

b SSUMY 2 SSUM+(]

- IF(SSUMI+BUL) 423,423%4110 —_
D 423 RESULT=0.

GO TS 4«2} Lo e i—
D 110 sSUM=TXPF{S5UM]]}

o RESUL T=5UM e e e - e e
GO 10 421
D 323 RESuULT=(. —_— . — - o . R
D PsRESULT
GO TO «82 ... .
D 326 RESULT=1.
D P=RESULY e o i e .
D ORD=0,
. GO TO 482 e e = e e — L .

421 IFISENSE LiGHT 2} k26o428
D 426 X5i.- X e e
D XX#FN-=XX
D TX=ZLOGGM(FN+1.!rZLQGGH(XKtl‘)FlLOGGM(FN-KX*E.)fll*LOGF(X)#lFN
1#LOGF{1e—-X)
- IF{Tl1+454) 46022A0s4%61 A e -
D 465 RESULT=1.-RESULT
GO TO 428 . e e e
D 461 RESULT=1.-RESULT-EXPFI(T])
428 IFISENSE LIGHT1) 4545429 .. . . e
D 454 BlaBlel.

b ClsZILOGGM(ALl+B13=210GGM{AL}=2L OLGM(B112(AL=1+)}*LOGFIXI*(Rl~1a}
1F(le=X)1=LOGF(A1+Bl~-1s)
D.._ _AlsAl-l. ... .. e~ . I

1F(Cl+65,) 62904290556



: D 4% RESULTSRESULTEXPF{CL]
R G0 TO 429
’ 459 IF(A1~Bl) 466166640867
466 Y=AL e v ee e et bttt —
Al=8]
Blay I e .
X“Z:*X
SE“%E LIGH? i R e e
o ' 487 1F{x-,85} aé&.&ﬁ?.&é?
0D 469 Y=Al — —
D Al=Bl
D BIzY e e e e S
T e X=1e~X
. IFISENSE LIGHTY 1) A&B.470 __ ____ ____. e o
- . 473 SENSE LIGHY 1
— 458 CONTINUE .. . e e e
3] F L™
D C2=Al+ls .- e — e
- D230 SUMG=(.
o CSUMGECLBETA+AL*LOGFE X ~LQGF ALY _ . . _. L .
IF{SUMG+80e]) 29542954240
e - D 240 _RESULT =RESULT+EXPFLSUMG] S e
D 24% Cib=1,4-81
- D SiUME=0, e e e e - - I
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I. Introdurtion

Under contract AF 30(004)-3305, an adaptive thegsurus sya-
temn {or information retrieval is being developed (1}, The basic
idea of the sysiern is t0:

1. Index docurnenis by a simple auto-indexing procedure.
2. «resent to a querist, using a man-machine system, a list

of "synonymous' cross-references to use in formulating

a retrieval question.

3. Use the cumulated experience of the querists to help create
these lists of cross-references.

This systemn is intended as one pousible approach to the
problem of indexing and retrieving documents. There are, of
course, many other approaches. At the present state of our knowl-
edge, however, criteria for choosing between them are atill unform-
ulated.

Not only are criteria for choosing a solution to the problem
unformulated, the nature of the problem itself is in may cases not
clearly understood. This paper, therefoie, first attempts to des-
cribe the indexing problem in some detail. It then discusses,
broadly, possible kinds of solutions to the problem. Considerable

rescarch is needed before it will be posaitle for an information
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retyievda. ay8lem designer Lo LLowss LulAcell LLe¥r VAL ous 8:asliUns.
The sequel to this paper {(Costs and Parametere; discusses the
system designer’s decisions in greatey detail and cutlines some
experiments needed befure he can be helped to specify a suitable
indexing system for a given application, The adaptive thesaurus
gystem being developed under this contract is a potential tool for
some of this needed experimentation,

I. General Description of the Information Retrieval Process

The information retrieval process, in general, is a com-
munication process which works as follows: there is a set, D, of
documents or of items of information of some kind. These doc-
uments are to be labelled {indexed) by an indexer or librarian {or
possibly by a machine) by selection of one or more symbols or
terms from an indexing code, C. These terms are usually some
subset of English--e¢.g., the subject headings of a card catalog.
The code is not intended to represent all the “information” in the
document, but to serve as a reduced representation of it--a tag,
or name. These tags are then stored for an indefinite period of
time (as in a card catalog, or in a computer). At some future
time, a querist (e.g., library user) interrogates the system, form-
ulating a search question by selection of a term or terms* irom

¢For details of techniques for combining words in a query (query
ngrammar''), see (2). 128



o

thiig Barmie ‘rde¥ing VowabDulary., (~.g., { w. il dormelon or cate
The ter-us in the seaych Question are then mailched against the terms
in the slorage device, Documents--ur information about them {title,
author, etc.i--taggeu by these terms are then oblained and examined
by the gquerist. The task of the indexer in this process is to label

a document 8o that it can pe {vund by a querist without excasaive
work.

HI. What is the Indexing Problem?

Why is this indexing procszes a problem?#* The task of the
indexer seems straighiforward enough: find out what a docurnent
is about and seleci, {rom the indexing code, C, the correct label
or labels to describe the contents of the document, Viewed in this
way, there are two steps to the process: (1) an identification step,
in which the contents of the document are determined, and (Z) a
labelling step, ia which a label is applied to the contents.

Unfortunately, aithough this 18 a common way of looking at
the process, the above d:scription ig very misleading. The "con-
tent' of a docurment should noi, as the description assumes, be con-
sidered as an entity (or even as a collection of entities). The "con-

tents' of a decument are not ‘‘'things' contained in the document.

#See Appendix ] for a discussion of '"what ia .ot the indexing
problem',
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Content is no rnore inherent in a document thau meaning is inherent
in a word¥, The "identification'” step in the identify-and-label in~
dexing process cannot ther be considered as a simple process of
finding something in a document which is there independently of
the person iccking and the process used to look.

Rather than identification, then, the task of the indexer is
prediction and selection. Instead of 'what is in this document, "
he must answer the guestion, "what might this document be wanted
for?". Cne of the basic questions for research on indexing for in-
formation retrieval i4: on what criteria should such prediction be
basad? *s

Determination of decument content, then, must be user-
oriented, based on the predicted use of a document, **% Once con-
tent has been determined, however, there will still be a problem--
choosing the correct label for the contents identified.

l.abelling is a problem because there is no natural one-to-

one correspondence between contents and terms. One term can

*The analogy '‘content is to document a8 meaning is to word" is
quite suggestive and points up the oversimplification in th. ''iden-
tify the contents of the documents™ dictum,

*%A possible approach to determining these criteria is suggeated
in the sequel to this paper (2).

##8]f such prediction proves impossible, then the simplest pos-~

sible indexing procedure should be used,
130
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have several meanings and several terms can have the same, or
nearly the same, meaning. This fact of language can cause failure
to retrieve desired documents and retrieval of non-desired cones,
So *choosing the correct label' must lavelve not cnly an algorithm
for choosing, but also specification of & set of labels from which
to choose., A second task for resesarch in indexing is the specifica~-
tion of such a aet of labels. ¥

In the next paragraphs, these assertions (1) content is not
inherent in a document and {2) there is no one-to-one correapon-
dence between content and labels, are elaborated. The significance
for information retrieval of these problems is then indicated,

Content Analysis

It seemas intuitively obvious that the content of a document
is not an absolute, and that for practical purposes, what-a~-docu-~
ment-is-about depends in part on the person reading it. There {s,
however, some indirect experimental evidence to confirm this.
Experiments have been performed to determine inter-indexer con-
sistency in the assignment of index terms to documents. Essen-
tially, in these experiments, the same set of documents is pre-
sented to different indexers with instructions to index them. Index

*Section IV of this paper deacribes some labelling systems and the
sequei to this paper discusses the costs involved in each,
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terms seleacted by different indexers for the same document are
then compared. These experiments show that there i considerable
lack of agreement between indexers in the terms chosen (further.
more, the terma chosen are not necessarily synonyms--which
would indicate variability in the labelling process only, not in the
selection-of-contents process).

What is in a document, then, depends to some extent on the
reader. The task of the indexer, however, is not merely selection,
from a finite set of independent well-defined "topics'’, those that
a reader will desire. (The word ""topic' is used here as a short
notation for elcimaent-of-content. It is no more precise thar the
notion of content itself). A document is not the sum total of a
set of discrete, identifiable components. It is not constructed of
separable, independent units as a house is constructed of bricks.
(It is counstructed of words, true, but the relation between word
and '"topic' is far from clear.)

To make this concrete, let us look at a few examples. Take
a document entitled, for example, '"Feeding Habits of Cats in Outer
Mongolia". This document, for different users, could be about
such '""topics' as '"Feeding Habits of Mammals', or '"The Flora

and Fauna of Outer Mongolia', or '""Cats', or "Ecology', or "Asiatic
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vats'' or “Predatory Fellnes", or "Pets", or " Experimental Tech-
niques used to gather Data on Feeding Habits', or ..., etc.

And just as one document can be "about" many topics {whose

: relation to each other is complex), one topic” can be contained in
many documents. Ii a user wania information on "Feeding Habits
of Animals', this information might be found in documents.on
"Feeding Habits of Cats', or "Cats of Outer Mongolia', cr "Dog
Diets*, or ..., etc,

To summarize this section, then documents are not divided
into distinct and identifiable ''topics'’, or units-of-contents. For
practical purposes, what is in a document depends (partiy) on who
is to read it. The problem of identifying document ‘'contents' is
thus somewhat analogous to identifying word “meaning''. Luckily,
in most information retrieval systems, there is a ""context’ of po-
tential users and uses to circumscribe and orient such identification.
Labelling

Exactly analogous problems occur with the words, or terms
that are used to label topics as occurred with the topics themselves.
Given that one has a topic on which information is desired, then
this topic can be described, or expressed, by several terms or

combinations of terms. And, on the other hand, one terin can be
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used to represent many topics, In other words, just as content
is not inherent in & document, meaning*® is not inherent in a term,
Furthermore, just as there is no one-to-one correspondence be-
tween topic and document, there is no one-to-one correspondence
between topic and term,

It is well-known that language permits a variety of descrip-
tions for the same®* thing or idea. As an example of this, a table
could be described as "a thing with four legs and a horizontal board
across them', or '"a piece of furniture used for eaiing', or "a flat
object supported by vertical columnsg', etc. And just as one item
can be described in many ways, one description or label can stand
for many different cbjects and kinds of objects--eating table, table
of physical contents, steel table, wooden table, etc.

Practical Significance of the Content Analysis and the Labelling Problems

The practical significance of this quite well-known state of
affairs for information retrieval is fairly obvious. If language pro-
vides alternative ways of describing an object (dacument), and, if

an indexing and retrizval procedure is based on the necesaity of

*By "meaning'', we mean the relationship between topic and term,

#*The notion of “same', too, is somewhat funzy. When is one idea
'"the same' as another?
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an exact match between the descriptions of the object by two dif-
ferent people {indexer and user), then we are clearly in trouble.
And if, furthermore, a term or a statement in a language can be
used to describe many different objects, the trouble is compounded.
{(We are clearly impinging here on questions which the relevant
disciplines have not yet answered-~how is language learned and
used--by individuals and by groups--what is a concept, how are
concepts formed, what are the functions of ambiguity--both ayn-
tactic and semantic--and of redundancy in language, etc.) The
problem is compounded still further in the case of describing doc-
urments in an iaformation retrieval system. Here we are not just
trying io describe a thing, uniquely aand unambiguously, (as a table)
but we are trying to describe it to a person who has never seen
it and who does not know whether it exists.
Summary
""Content"” then is not inherent in a document. Labels for
content do not naturally stand in one-to-one relation to contents.
Indexing, therefote, is a problem because the indexer {a.d/
or the indexing system designer) must predict, not identify:
1. what a document will be wanted for (the user -defined con-

tents), and
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2. how this content will be linguistically described by future
requestors.

Very little work has been done on the first problem. The
field of information retrieval abounds with simple and complex
algorithms for "identification of document contents’ {select all
high frequency words, select everything but high and Jow fregquency
words, use relative frequency, etc.) but no vaiid attempt has been
made to test thess algorithms or aven to state their underlying
assumptions. A possible approach to exploring this problem is
suggested in (2).

The second problem, the labelling of contents, is discussed
broadly in the following section and in greater detail in (2},

IV. Omn Indexing Languages

To index documents, there must be:
1. A procedure for predicting the '"contents" of a document,
2. A "language' in which to label such contents and to phrase
queries,
3. A procedure for using the language in the labelling and
querying processes,
4. A search process, in which docurment labels are matched

to query labels.
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All indexing "languages''® contain the first, and many contain
the rest of the following components:
a. A vocabulary, or set of labels.

b. An indexing “grammar! or set of rules for combining the

PSS 2R A o B DR B D e o b,

labels into larger lahels for indexing.

B Ay Ak

K53

¢. A query "grammar', or set of rules for combining the labels

into larger query phrases.
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d. A method of semantic control, which may or may not be

embodied in the vocabulary,

In addition, there must be two “translation” processes, one

E for transforming the document-content specification into the in-
dexing language, and another to transform the query into the in-
dexing language.

There are many forms of indexing languages, ranging {rom
those whose vocabulary is limited and precisely defined to those
whose vocabulary is that of natural language, and from those with

almost no ‘'‘grammar' to thoese with fairly complex specialized

*Calling an indexing language a language may raise some protests.
The term is used here because: (1) It is common in the Jargon of
IR, and (2) the relevance of linguistics to information retrieval is
vaguely sensed by the author and others but is still not explicit.

By the accident of juxtaposition, this relevance may become clearer.

137

Ce



grammars buiit for specific scientific fields, Criteria for choosing
between these various languages are as yet unformulaced. In this
section, we discuse, broadly, the various kinds of indexing *'lan-
guages'.
Vocabulary
The vocabulary is, of course, simply all the acceptable index
terms. There are many designations for such a set of terma (key-
words, subject headings, index terms, descriptors*, etc,)., The
vocabulary may be determined a priori and listed explicitly (as in
sonventional subject beadings, and descriptor systemas) or it may
consist, potentially, of all English words. Sometimes there may
be a list of excluded words (concordances, full text scanning, auto-
indexing based on frequency-counting KWIC, etc. using this method
of vocabulary determination) {(4), {5). (6). The vocabulary may
bear little relation to English terms (Western Reserve's semantic
codes are an example of such an artificially constructed vocabulary).
There are variations, too, in the length of the vocabulary

“unit', In some systems, a ‘‘word" in the indexing vocabulary will

$The term ""descriptor” was created by Calvin Mooers (3) to indi-
cate an indexing term plus a definition of the term. In common
usage, however, the term is often used as simply index term.,
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be exactly the i ..¢ as an English word, determined by the usual
criterion of a-string~ci-letters-set-off-by Llanks. Other systems,
recognizing that the "word" in English does not necessarily cor-
rezpond to our intuitive feeling about the word “units' of language,
use larger English phrases or word combinations, such as “mechan-~
ical translation', as a unit in the indexing language (P. Baxendale
suggests adjective-noun combinations as the ""units’ and has 2 pro-
gram which detects them). But whatever the unit size and what-
ever the criteria for inclusion or exclusion of a term in the indexing
systern, there must, quite ocbviously, be a vocabulary of terms to
choose from. Criteria for constructing such a vocabulary, how-
ever, are not yet defined and construction of present systems is
necessarily ad hoc, Specifying such criteria is one of the most
important research problems for information retrieval research.
Graminar

Indexing languages have, not only a vocabulary, but a gram-
mar, or method of combining terms, as well, In printed book-
type indexes, the grammar is very primitive, indicating only that
two terms are related and what the direction of the relationship is.
The '"syntactic'' devices used to indicate this information are physi-

cal proximity and indentation--proximity indicating that two terms
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are related and indentation that the indented term is subordinate
to the main term or limits it in some way, Thus if we have:
abstracting

by author

congistency of
the indented terms act as limiting adjectives modifying the term
‘abstracting',

In some of the non~counventional indexing systems that have
now become quite standard, syntactic devices are used that are in
some sense weaker than the above, In the so-called coordinate
indexing systems, documents are indexed by single terms. In
queries, terms are related to eackh other by logical “ands'’, "ors",
and "nots"* (e, g., everything on mechanical and translation or
on machine and translation but not on chemistry). 7%his grammar
permits one to indicate merely that terms are related but not the

direction or nature of the relationship,

*To maintain the "language' analogy, only the ""and" operation

should be considered a syntactic device (it indicates phrasing-=
that two terms belong together). The ""or" operation is related

to the "semantic ‘' of the language rather than to its grammar.

(It indicates per.u.issible semantic substitutions). The '"not" oper-
ation defines a context (by elimination).
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Other grammatical devices can and have been used. Sometimes
there is an explicit list of the kinds of grammatical relations#®* that can
hold between two terms - e.g., process~-thing processed, or input-output,
agent-object acted on, etc. These relations can be indicated either by
defining, within the language, a separate class of relational words (like
verbs}, or by defining a class of affixes to be dircctly attached to the
index terms. Some of the coordinate indexing systems use such af-
fixes or ''roles” (7). These are y»nalogous to derivational endings in
natural languages.

In natural language, we have grammatical devices for indicated
sentence-hood and/or phrase-hood--that certain terms ""belong' together.
Some coordinate indexing systems also have such a device to indicate
phrasing - called a "link." L.inks are essentially affixes attached to
each of the words that belong together (7). Thus, phrasing is also
indicated in the ""morphology' of the language.

In systems which use full text scanning, grouping or phrasing
exists naturally in the index {which is here the full text), and queries
can then be formulated using some of this information, e.g., find all

documents in which word '"a' occurs in the same sentence as word "b"

* This kind of relation has been called by P. H. Smith "the grammar of
the subject area'' to distinguish {t from the grammar of a sentence
(subject-object relationship}.
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Or relative position can he used « e,g., find all documents in which
word "a" immediately precedes word "b. " (4)

OQur indexing languages then, do incorparate some grammatical
devices - phrase indicators, indicators of lthe direction of a relation
between terms. indicators of the kind of relation between terms. One
of the probiems for I R research is to determine the eifect that in-
corporation of successively "stronger” grammar will have on the

effectiveness of the retrieval system.*

Semantics

Our indexing languages then, have a vocabulary and some graimn -
matical devices. They also have devices for handling the ''semantic”
problem we discussed before {one term can have several meanings
and one meaning can be related to several terins}. One way to do
80 is to control, or standardize, the indexing vocabulary. Such con-
trol can be indicated, for example, by listing a limited number of ac-
ceptable index termas. It can be further indicated by deifining the scope
cf the acceptabie index termse. Such definition is somewhat akin to a

translation --English-to-indexing-language, i.e., whenever "feline"

*By the strength of a grammar, we mean mervely the sinount of syn-

tactic informaiuion it permits., Thus, a grammar in which one can
indicate only that two terms are related is weaker than one which
indicates the direction of the relationship, is weaker than one which
specifies the kind of relationahip, etc,
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occurs in the title, use cat’. Ancother, somewhat locser technigue
for handling the semantic problem is to build a thesaurus, or ex-
plicit list of permissibie semantic substitutions in the language (8),
{9). Indexer and/or user are then free to choose from these lists. -
A thesaurus i8 an oulgrowth of the ‘“see also' cross references in
conventional library systems. (The '"see” references were {rans-
lations {rom English to index term}. The two methods of handling
the semantic problem {controlled vocabulary versus thesaurus)
can both be comnbined in the same system, of course. There is not
yet a methodology (or a set of rules) either for standardizing a vo-
cabulary or for constructing a thesauri. There is not even a pre-
cise formulation of the desirable characteristics of the erd pioduct.

This is, then, another problem for IR research.

V. Relation of Indexing to Machine Translation

We have been talking of indexing '"languages'. It is then
quite natural to talk of translation between natural language and
indexing language. And from this, in turn, to suspect a relationship
between machine translation and information retrieval. There are
very significant differences, however. In machine translation both
the "source' and the ''target’ languages are known and the task is
to devise a procedure for translating between them. In information

retrieval, we have a two fold task:
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specifying and designing the target language, and

2} translating
Of the two, the apecification of the indexing language is vy far the more
important problem. We do not yet have sufficient insight tv do so intelli-
gently.

Another difference is that in M. T, there is a single translation
step whereas in information retrieval there are two: document-language-
to-index-language and querists-language~to-index-danguage. Ard these

two, if retrieval is to be effective, must yield identical results,

It is, of course, obvious that indexing also involves condensa-
tion of information {concept forrnation, in a sense) and MT does not,

There will be some of the same problems (ambiguity for example}
since both do deal with language.

For very much the game reasons, too close an analogy between
the comrnunication theory modei and the indexing and retrieval process
could be misleading. There are the following significant differences in
the two proceases:

1) In the Shannon process, the erncoding and decoding appara-
tuses both function according to the same rules - there 15 a4 one-to-one
reversible transformation, i.e., a message or letter, wili be encoded

at the transmitter into a given sequency of bits. This sequency of bits,
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when decoded at the receiver, will (without the effect of noise) yield the
original letter, This does not necessarily occur in our Information Re-

trieval process. There, the encoder, to index a document, will select

each symbol from antubgrbu;"of symbols within the larger set of syin-
bols {i.e., if the document is on Ycats, ' he might eacode it with any of

the semantic substitutes of cais: "mammals, ' "tabbycats,” "{elines -

etc.). T e decoder will then select from this same subset of symbols

i il rbone e e B b s it e el b okt st ¢
gk »-‘Cmcwdﬂm-.m.um.m i

but may not make the same choice. Fundamentally, instead of a coding

b e ey

and decoding process, we have two encoding processes which, while

similar, may not be identical.

2) In the Shannon process, the source of error {noise} is

ey

either in the physical characteristics of the transmission channel or
in the encoding process. In the IR situation, however, the source of

error is the code itself (the redundancy and ambiguity of the language).**

VI Motivation for an Adaptive Thesaurus System

The motivation for an adaptive thesaurus system as a possible
solution to the indexing problem has been explained in carlier papers

(impossibility of determining, a priori, all interrelated "'synonym"

* The subgroups are not necessarily discrete and distinguishable,

*% There may, however, be analogous concepts although the models
are different. We need, for example, a notion of the redundancy
of a language,defined in terms of the number of terms and the num-
ber of purmissible semantic substitutions for each term in the
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pairs, avoidance of reindexing when user vocabulary changes, potential
fcr adaptive reorzanization to inprove system performance. etc.}.

More important than these, however is the potential of a device
of this nature as a iearning tool. Hopefully, this papélsr has indicated
{in very broad outline) the nature of what we want to learn about indexing.
The adaptive theszurus can be a tool to obtain some of the desired infor-

mation.

Yii Concludin& Remarks

The field of Information Retrieval is still trying to define itself.
Problems are often ill-formulated and ill-chosen. Complex solutions
to problemns are often suggested - and worse. implemented - before
the nature of the problem is understood. In the area of indexing, which
is central to IR, considerable work is being done to devise specific
systems for givern applications (real or experimental). (ln issue 1]l of Cur-
rent R& D in Scientific Documentation (10}, one out of every 9 projects in
IR claimed to be working on thesauri, alone) - but little of it attemnpts a
clear formulation of the problems ‘r generalization of the potential kinds of
solutions. The intent of tnls work is, therefore, to indicate {(to the exient
the author understands it} 1) what the indexing problem is 2) what we
need to know to choose between various possible solutions 3) how to

obtain the desired data.
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Appendix: What is not the indexing problem?

Considerable effort is being spent on indexing, particularly on
auto-indexing, which seems inappropriate to the problem «nd dispro~
portionate to the results which can be obtained. Much of it is obscure,
the proposed solutions ure ad boc and without either intuitive appeal or
rational basis (to the author, at any rate), the assumptions are unstated.
The problems discussed btelow may very well be problems, but they are
not central problems, and proposed solutions are often inconsistent with
the problems as stated.

1. The time lag, or volume of information problem.

{People can't keep up with indexing and there is a consequent
delay in getting documents indexed.} Proponents of auto-indexing justified
on this basis, often claim "what people are doing is good enocugh. We just
want to do it fauter.' Without questioniug the criteria for ""good enough"
{(usually unstated), let us look at what is being done to meet this problem,
The firset thing we notice is that auto-indexing is not as a rule trying to
duplicate conventional techniques and results. Such duplication would
involve, for example, taking a pre-existing catalog or indexing system
(e.g., Dewey Decimal) and looking for terms, in decuments, which would
uniquely indicate that a document belongs in a given category. (Some work
is in progress along these lines but much of the effort in auto-indexing

is based on variants of frequency counting procedures.) The second thing
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we noticed is that much of the work that human indexers do now is
ciearly mechanizable, very simply, and that most of the methods
advocated by auto-indexers seein much too strong for the desired
goal. Experiments have shown, for example, that a large percentage
{c. 60%) of index terms ars contained in titles of documents (1),
another 20%~25% are near sayconymas. If this is true, then a simple
concordance program, augmented with a samail thesaurus, or per-
haps a program like P, Baxendale’s adjective-noun extraction routine,
would suffice. Auto-indexing based on complicated statistical mani-
pulations of full text is toc strong a tcol to use {even if it works).

If simply speeding up indexing is the goal, rather than mprovement
of indexing, then existing simple techniques should be used. If this
is the only goal, effort should be expended on input preparation,
search problems, etc., rather than on indexing problems.

2, Inconsistency of human indexers

This reason is often given as an advantage of auto-indexing and
is certainly part of the problem. However, this inconsistency of
human indexers is a symptom of the disease, not the disease itself.
Indexers disagree because what is in 2 document depends on who is
reading it. Assuring agreement between indexers would not neces-
sarily assure agreement between indexer and user. Indexer con-

sistency has been achieved before in very simple ways. For
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example, in ''the Index of Christian Art*, we -ead :

In order to maintain the rigid standards of uniformity and
consistency, ... the index staff has been limited to a few.

There is no guarantee, however, that consistency of indexers
achieved in this way, o7 achieved by using a machine to index doc-
umenis, will have any effect whatsoever on indexer-user inconsis-
tency~--~which is really our problem. ({e.g.., & machine might index
a document quite consistently, by the word "fission' whenever this
word occurred in the document. However, the user who wanted

documents on '‘nuclear energy' or "atomic energy" would not find it),

3. Indexing depth

By "indexing depth'’, we mean the number of different terms
{corresponding to different ""topics') assigned to a document. One
of the arguments for auto-indexing usually states: '‘indexers don’t
have the time to read a document completely and index it throughly.
A machine could read (!) the whole text and index as deeply desired".

.Unfortunately, however, the "'"deepest'' indexing possible, (full text
searching) has already been tried, experimentally, with far from
extraordinary results (5). Auto-indexing schemes are usually selec-
tion systems --they select, from all the worda in a text, some sub-

set to serve as index terms. It seems obvious that if all the words
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in a text will mﬁf give a certain level of retrieval, a smaller aum-
bér of terms selected from the text will nol timprove matters.
Selection criteria may be needed because of storage limitations,

1f selsction is necessary, however, then rational formulation of

selection criteria is required. This is yet to be done,
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Towards Design and Evaluation of Indexing Systems
for Information Retrieval

Part II: Costs and Parametfers

by

P, Reisner
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I Introduction

Information Retrieval is being viewed increasingily as a sys -
tem design activity., It is not, however, ag generally accepted that
the development of the indexing languags#* for these IR systems must
also be a systems design activity, incorporating the s.me attitudes,
approaches and procedures used for the development and selection
of hardware and of programs.

In this paper, therefore, some of the costs related to indexing
and some of the "parameters' of indexing languages are i{solated.
Qualitatively, the language parameters are then related to the costs,
Thie qualiitative discussion should be followed by precise formulation
and by experimentation to replace the qualitative information with at
least, gross indications of the quantitative data invuived.

Some of this needed experimentation is then outlined, (One
of the experiments has recently been initiated)., An adaptive thesaurus
system, discussed previously,{l}) may serve as a tool to obtain some
of the desired daia.

This paper is in no sense definitive, It is intended merely
to indicate: what we need to learn, why we want to learn it and to some

extent, how we mipght begin to do s,

* For a general discuesion of the indexing problem and of indexing
languages, see (2).
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I Indexing System Coits

Systern “costs'' related to indexing can, for conventience, be -
divided into three major subcosts:
iI. Retrieval costs, Cr
2. Operating costs, Co
3. Design costs, Cd
The retrieval cost, Cr, would be the '"coat' of poor retrieval,
measured as a function of 'miss' and "trash” as explained belows,
To evaluate an indexing system, or to compare different sys-
tems, we would define a total cost as some weighted function of these

subcosts. (e.g., C = aCr + bCo + ccd).

total

Retrieval Costs

Tests and evaluations of indexing systems (3){4) usually con-
sist of:

1. A set of documents,

2. A set of questions.

3. A procedure for finding, for each question, a subset of the

document collection which is "relevant''*#% to the query.

* Clearly a more positiv® view could be taken: measure retrieval

effectivenesss, i.e., now well rather than how badly the system func-

tions. The choice, however, is immaterial (except from a psycholagi-
* cal standpoint) since one can easily be transformed into the other.

#% The question of what constitutes "relevance' is an unresolved problem.
For a discussion of the problem and a suggestion for circumventing it,
see Section V, p. 18.
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This can be visualizes . terms of figure 1, below, where:
A = Total number of documents {n the system that would be judged
Televant to & query
B = Total number of ducuments rteirisved by a query
C = Total number of documents both retrieved by a query and
judged relevant to it. (C = A [} B)

D = Total document callection.

e

Fig. 2
Various definitions of retrieval effectiveness are employed by

different investigators, most of which can be viewed as some function
of the above qua.tities, and transformed into each other for comparison
if desired.

Thus Cleverdon (3) and Kochen {5}, ,who use the same
fanctions but with a different terminology . talk of "hit rate' (h),
(Cleverdon's '""recall’) and acceptance rate (a), (Cleverdon's ''rele-

vance') where:

retrieved and relevant

h = relevant

>0
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b

b

retrieved and relevant - C

retrieved B

Swanson adds a degree of relevance and defines a retrieval score
» S . which combines the variables into a single quantity, (S = R-pl).
Here "R™ is "the sum of the relevance weights of the reirieved doc-
uments divided by the total sum the relevance weights {for a given
question} of all documents in the library; I is the effective amount
of irrelevant material (and ia given by N-LK where N represents
the total number of documents retrieved and L represents the total
number of documents in the library); and p is the irrelevance penalty
and may take on arbitrarily assigned values™{ 4 ). In terms of the
diagram, we have, using the square brackets to denote the weighted

relevance figures):

S = R- pl = R-p{(N-LR) {lc-] -p(B-D[§ ‘})

Western Reserve defines:

effectivenesa = number of documents found . B
ccrive number in collection D
and
recision number of relevant documents . ﬁ
P total number found B

Clearly, other functions of these variables are feasible and

and it is not our purpose to discuss them here, We prefer* to work

$This preference is based on the ease with which some of our in-
dexing language parameters can be related to these costs,

vy
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wits e quantities T and M, where:

T e BaC

M=z AC
T, obwvicusly, {s the totsl number of documents retrieved and
not relevant (the “trash™} and, M, is the total sumber of documents
relsvant but not retrieved {the "miss') . Expressing, for exampie,

Kochen's cquations in terms of M and T, we have:

A M+C A
‘ A+M or < or T+B
B T+C B

The "costs" of poor retrieval, then, are “trashk' and "miss",

Operating costs {Co)

These are: data preparation costs {indexing costs) query pre-
paration costs, searching and matching costs, storage costs, etc.
and are fairly straightforward. ("Traeh," considered nhere as a re-
trieval cost, could also be considered as an operating cost. As such,
it would be rclated to the human waste time to eliminate undesirable
maierial. With the arbitrariness of all classifiers, however, we pre-
fer it in the above category.)

Design costs (Cd)

The cost of designing a language system is largely unknown,
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; particularly since the procedure is still tnspecifieds We will confine

M emkeng

ourselves to two values, ch O and C{d} > O in the discussion.

I Indexing Systern Parameters

An indexing system consists of:
1. An indexing language
2. An indexing and retrieval procedure
3, An environment, consisting of a docurnent population
and a user population
In the next sections, some of the *parameters’ of these sub-
systems are listed, and in the following sections, they are related
to the retrieval, operating and design costs discussed above.

- The Indexing Languages.

The components of the language are the vocabulary and the
grammar, To these, we add the mechanism for semantic control,
which may or may not be implicit in the vocabulary.

Vocabulary
To differentiate one kind of indexing vocabulary from another,

we distinguish:

¢Preparation of the Engineers Joint Council thesaurus took: ”18
months of professional work.
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1. The number of terms in the vocabulary,
2. The size of the vocabulary "'unit’ {word, phrase, etc. ).
3. The extent to which vocabulary {s standardized or controlled
{i. e., does not correspond to natural language vocabulary)
Gyrammar

A tgrammar'. for an indexing language, will consist of a set
of categories, together with a set of rules for combining terms in
these categories for use in an indexing labeland in a queryphrase.
For purpoies of comparing indexing languages, we can use the num-
ber of grammatical categories in the language, Thus a grammar
with only one category will be '*weaker" than one with two, etc.

A coordinate indexing system, then, has the weakest kind of
grammar because there is only one category, Any term can be com-
bined with any other, using the ''and'' operation. In these coordinate
indexing systems, the only grammatical information incorporated
is the information that terms can be related to each other (co-occur
i an indexing label and/or in query statement). A slightly stronger
“"grammar' would be one in which there are two categories, a main-
term category and a dependent-term category, for example. Such
a grunmar would permit the user to indicate, not oniy that two termas

are related, but aiso the direction of the relationship (''a'* modifies
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"b,'" or a depends on b, etc.)., Still stronger ngrammars' would
list, explicitly, the nature of the relationships between terms (e.g.,
processor -thing processed, or input-output, etc.).
Semanticas -
The semantic problem, as discussed in { 2 } can be handled by
"controlling’ vocabulary, by a thesaurus {a set of "synonyms, " or
semantic substitutes) or by some combination of controlled vocabulary
and thesaurus.
Procedures
The procedures are the methods of using the “language' to
index and retrieve documents. The distinguishing characteristics of
different systems will be both quantitative and methodological--i, e.,
how many words shouid be chosen and what procedure should be
used for chooeing them. The quantitative distinctions apply at two
steps in the indexing ..nd retrieval procedure, s0 we will be interested
in:
1. Indexing depth--the number of terms selected from a vocab-
ulary to index a document, and
2. Query depth--the number of terms used to formulate a
query.
Some of the methodological distinctiona are:
1. The section(s) of the text used for selection of index terms
(title, abstract, conclusion, full text)

2. The agent (human or machine)
161
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3. The method used to select terms (syntactic analysis, frequency
counts, human judgemaent)

The Indexing Environment

The environment consists of a document population and a user
population, We are concerned only with the linguistic characteristics
of these populations®,

Document populations are characterizable by rank-frequency dis -
tributions, type-token ratios and other vocabulary dispersion measures.
These characteristics are based on the vocabulary of the document texts.

User populations would be characterized by very much the same
parameters, but now the "text'” would be the questions put to the system
by the.users,

No work has yet, to the knowledge of the author, been done to
characterize this ''query language' of the user population. Do different

usaers, for different users, for examplc, ask for the information in the

*We are interested in characterizing these populations for two reasons:
(1) Generalization of resuits of (future) experiments (i.e., in order
to apply results of a test on one population to anuvther population, we
need some basis for the judgment that one population is ''like'’ the other).
(2) Different user and document populations will probably require dif-
ferent kinds of indexing ''languages'’, and with cost in mind, we will
want to know, what kind.?

162




same way, e.g., does one user ask for ""cats' and another for "felines?"

I other words, is the user population linguistically homogeneous or heter-

ogensous 7 ¥

The interactions of document language, user language, and index-
ing "language’ should not be forgoiten, i.e., relation between index term
frequency and query term freguency, number of {user ~defined) synonyms
per term, number of homographs per term, (in both user and document
vocabularies) frequency distributions of synonyms and of homographs,

relation between frequency of a terrn and a number of synonyms {t has, etc.

IV, Effect of Indexing_parame:ers on costs

For each decision an indexing system designer will make, he
should know, what will it buy and what will it cost? Some of these de-
cisions are qualitatively discussed below. Obviously, such qualitative
discussion is meaningless if not followed by precise data.
Lan e
Decision 1. What should the word units of the language be.
Definition of a word is one of the more persistent linguistic
problems.In an artificial indexing''language,'' the problem has a
* Document and user populations have often been, loosely, described as
heterogeneous or homogeneous. These terms are too weak to be useful .
At very least, the populations should be defined as homogeneous or hetero-
. geneous with respect to some characteristic. For example, user groups
can be homogeneous with respect to: 1) the information desired (John Jones
and everything about him) 2) the classes of information desired (man number,

salary...) 3) the nature of the output desired (data, ideas, techniques...)

4) the linguistic representation of the information (or classes of information)
desired 5) educational level, profelleaional status, etc.



practical significance. The simplest definition, from the point of view

of machine {dentification of word units, i3 "a word is a string of lettere

set off by blanks." However, there are larger *'units’" which function
eifectively as single terms {e.g., mechanical translation, command and
control, operations research), The problem facing an indexing language
designer is: should these be considered as units or not?
:; Thettrade -offs’ conditioning this decision are:miss, trash, storage
space, search time, and data preparation costs. For example, if me-
chanical translation' is not considered as a single unit, queries for
“mechanical translation' may result in so-called "false drops,* or
trash* {documents on "translation of mechanical energy' may be retrieved).
If "mechanical translation'” is considered as a unit, but only as a single
unit, the problem of "trash" does not arise, but there is now a possibility
of "miss.” (The term will be storel in an index, in some order-probably
alphabetical -according to one criterioa only. Suppose it is stored under
M. Then requests for information on'translation,’ either human or machine,
will not retrieve it.}® If ‘‘mechanical translation" is considered both as
a single unit and as two separate units, the problems of miss and trash
are eliminated, but now storage (and possibly search time) are increased.

{One document is indexed in three places).

% Other devices can be used to prevent this problem, but all involve
“processing work, so the cost of handling this problem is either
“trash' or "work."

There is an alternative to 'miss' here, i.e., read the entire file.
So our cost is sither "miss," orlgztra “work. "
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In addition, if the termas are to be considered a "unit" in some
system, there are additional "costs' associated with designing the
system {deciding what combinations of terms to consider units} and
with processing {identifying these units in a text)),

At least gross quantitative estimates are needed to replace
this purely qualitative discussion.

Decision 2. How many terms should the indexing vocabulary

contain,

Criteria for determining the desirable size of an indexing vo-

cabulary are still not formulated. Assertions and injunctions to
document-alists are sometimes made for or against a small vocabulary-~
but these injunctions are seldom supported-even on an intuitive basis.

While the isaues are far from clear {to the author) the problem requires

formulation and is consequently discusaed.

The purpose of designing an indexing language with a small
number of terms is the control of the probliem of "synonymy. ' Suppose
an indexing language has two terms "a'" and "b" which are interchangeabie,
or '"synonymous.' Thus an indexer, to label a document, might select
“a, ' while a querist, who might have desired the document if found,
might select "b." Thus the user would '""miss" the document, In gen-
eral, however, we are not restricted to only one document and only ane

pair of terms, For each term in the vocabulary, there could be a set

of "synonymous' terms. Thus for a given question, a user would "miss"
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ail documents indexed under each of the synonyms he did not pick, and
the amount of nis mise would be the sum of the frequencies {number of
documents} per non-selected synonym. To avold this “miass, * an index
language designer could create i single L jex term which would replace
ail of the terms in a set of synonyms by one term. Since there would
be only one fterm to choose, there could then be no problem of "miss™
caused by synonyms. If this many-tc-one mapping {English terms to
controlled index term) were performed for the entire vocabulary tkere
wounld be a decrease in the total amount of miss for the system. Thus,
at least on intuitive grounds, it is clear that the smaller the indexing

vocabulary, the smaller the chance of "miss.

However, although miss would decrease, "trash' wouldincrease.
The above procedure would be desirable if ther~ were sets of irue
syacnyms - with each term in a set replaceable by all othera - for all
contexts. This is unfortunately not true. So if, for example, we sub-
stitute for English word a and English word b, the index termc¢, we are
decreasing the power of the language to make distinctions. If a given
user wants information on a, but not on b, he must invariably receive

bas well, For him, all documents indexed under b will be trash.

Thus, as the size of the vocabulary cecreases, we can expect

miss to decrease but trash to increase.

There are otner effects of vocabulary size as well, A decrease

in the number of texms in the system would result in a slight saving of
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of storage space, (U Ni“ the number of terms in the original English

vocabulary, Nc in the smaller controlled one, and D is the totai number it
of documents indexed in the system, the difference in storage would be

the space to store Nf-»N€ words. D would require the same amount of

storage but would be diatributed differently amont the N words.) Human
reading time to scan the output and machine read-out time would of
zourse be greater, the smaller the vocabulary, because there would be
more documents per term.

Once again, how much?

Decision 3. How should the semantic problem be handled -
should it be igrnored, should a controlled vocabulary be developed or
should a thesaurus be used.

The main issue here is: to what extent do the users agree in
the linguistic representation of what they want {i. e., to what extent is
the user population linguistically nomogenecus). I there is considerable
agreement, there is not much of a problem and it can be ignored. (“Con-
siderable'" is an arbitrary notion and would need specifying) If there is
very little agreement, then nothing much can be done. In the wide range
of "some' agreement, the choice is between a controlled vocabulary and
a thesaurus.

A controlled, standardized vocabulary can cause ''trash,' as dis-
cussed above. It also requires work - construction of the controlled

vocabulary. Costs of data preparation {indexing) are increased (With an
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uncontrolled vocabulary there is merely a selection process to choose
the desired term. With a controlled vocabulary, on the other hand, one
must first select an English term, then translate it into the standarized
index termy}.

A thesaurus, however, causes extra work during the search pro-
cess, {Extra human time to select the additional terms and to formulate
an enlarged query, extra machine time to access each individual term,
read docurrient numbers into an intermediate store, intercect the lists
of documents to eliminate duplication, etc.)

Decision 4: How "strong' u grammar should be incorporated inte
the language.

The “strength' of an information retrieval grammar was defined
in terms of the number of grammatical categories it contained. Thus the
simple coordinate indexing system, which did not assign terms to dif-
ferent grammatical categories was the weakest (bne category).

Let us take the "'roles”” sometimes included in coordinate indexing
systems as an example of the categories (e. g. , input, output, thing pro-
cessed, cata.yst, 2tc.). If we do not indicate these categories, then it
is conceivable that a querist wanting a document on substance a as input
might be given a document in which substance a was output. For him,
the system would create '"trash.’

However, if we build a system with roles indicated, the result

may be “"miss.' For example, a document might be indexed 22 per-
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taining to substance a as a catalyst. Now a user might wan! all docu-
ments in which substance a was input. A catalyst is, in & sense input,
But if the indexer used the "role’ catalyst and the querist used "input,
the result would be "miss. ™

It is clear that we are once again faced with a problem of “syn-
onyms' - synonymous categories or roles rather than synonymous terms.
As the number of categories increases, the system permits finer dis-
tinctions. However, the chance of indexer and user making different
choices from the list of categozies will increase and so will the chance
of "miss.'" But with a smaller number of categories, there is a
greater chance of "irasn.'" So as the number of categories increases
miss will miss will increase and trash decrease,.

Of course, one could also have a '"'thesaurus’ of substitutable
categories. The extra work involved would then be exactly analogous to
the extra work involved in use of a thesaurus of index termas.

In addition, inclusion of grammatical devices in the language
increases both the costs of indexing and the costs of querying (the roles
or categories must be selected as weil as the terms).

Procedures

Decision 5. What criteria should be used te indcx specific docu-

ments?

Should terms be selected from the title, the abstract, the body
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of a text? Should they be selected by syntactic analysis, Irzquency counts,
other complex algorithms? At this stage of our knowiedge, these questions
are premature, First, it is necessary to specify what we want to select
from a document for indexing. Only then can discussiug the method of
selection be meaningful,

The c¢riterion for the selection should be: what might this document
be wanted for by the majority of its users.® To discover, at least on the
basis of past usage, how a gpecific document has been used, might be a
sensible starting approach. Use of an citation index for such an explor.tion

is suggested in section V.

V. A Few-Needed Experiments

Indexing Langnage Parameters

In section 1, the efiects of several indexing language parameters
were qualitatively discussed. Clearly, at least gross indication of the
quantities involved should be determined.

Semantics

In this paper, the "semantic" problem associated with indexing
was discussed. In a preceding paper, an adaptive thesaurus system was
suggested as a poswxible approach to this problem. To test the adaptive

thesaurus idea, and to gather data of the semantic problem, an

¢The misleading assertion that one should ''identify the contents of a

document' to index it was discussed in (2).
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experiment has recently been initiated®,

In this experiment, we will present to a user a list of his query
termas (his "profile’’) and ask bim to generate synonyms for each term,
Then, for each word, we will compile a composite list of all users!
synonyms, The composite list is then to be returned to the individual
with a request to check those termi he considere synonymous. The
terms-plus-syponyms he has checked are then to be inserted into the
system and changes in retrieval {"'miss")} noted,

This experiment should also provide data on the number of
synonyms per term, on the extent of linguistic agreement between
user, oo the relation between number of synonyms for a term and ite
frequency as an index term, etc.

Relevance

Tests of indexing systems, as a rule, compare a set of docu-
ments obtained via the system in response to a query with an ideal set
of "relevant’ documents. The basic assumption is that there exists
some one unique subset of the document collection which is relevant
to the query. The documents which are found by the procedure under
test are then to be compared to this ideal set of relevant documsnts.
The evaluation is usually expressed in terms of:

1. The number of '"relevant’ documents obtained.

*The experiment is a collaborative effort between IBM Research and
the Advanced Systems Developimment Division using the SDI (Selective
Dissemination of Information) system.
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2, The number of "relevant” documents missed {miss).
3. The number of "non-relevant'’ documents obtained {trashj
However, these tests immediately run into difficulties with the

notion of “relevance” on which they are based. The difficulties, as
usuaily states, are that {1} the notion of reievance is vague and there
is little agreement between peaple in the judgment of relevance, and
{2} "the relevance of a document to a query admits of degrees'. One
experiment, at least, has been known to founder because of these dif-
ficulties. In 1953, a comparison of the ASTIA systera and the Uniterm
System of Documentation Incorporated failed because the two groups
were unable to agree which documents were relevant (vested interests
undoubtedly piayed a part} (6). Sometimes, while recognizing the
existence of the problem, experimenters proceed as if it did not exist.
For example, in a report by A, D, Little (7), we read (after a dis-
cussion on measurements of retrieval effectiveness):

**The first two measures have been used previously in the literature

on evaluation of retrieval systems, These measures assume that

agreement as to what constitutes relevance is possible, but this

assumption is of questionable validity. The whole question of the

meaning of relevance is, in many ways, obscure. In the definitions

given above, it is treated as a black or white matter-~a document
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either is or is not relevant to a requeat.. .Nonetheless, for
purposes of the analysis. . .it is presumed that relevance can
be deiined as a "'yes” or "no' decision from the viewpoint of

the user of the retrieved information."”

Occasionally attempts are made in experimental investigations to
circumvent (rather than explore or solve) these problems. Cleverdon,
for example, in his comparative test of indexing systems, derives his
question set from documents in the collection and then attempts to re-
trieve, at least, these s0 called Y"source’ documents. He then has,
for each question, at least one document which, by virtue of the arti-
ficial experimental situation, he has defined to be reievant. To handle
the problem of degree of relevance for the other documents retrieved,
he uses a four point scale (more useful than source document, as useful,
of some relevance, no relevance.) In attempting to test an indexing
system with real questions, howeves, the first artifice could not be
used. And the four point scale, while it handies the problem of degrees
of relevance, complicates the variability-between-people problem still
further., For now we have, not only possible variability in a yes-no
decision, but variably in the scaled judgments to contend with.

Since this criterion of relevance is central to the evaluation of

indexing systems, it merits attention.
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The first problem, of course, is to determine the extent of the

problem, L e., 1} to what extent does the judgment of yes-no relevance

vary between individuals, and 2) to what extent does the judgment of
= relevance on & scale vary between individuals. (A third question should

be, to what extent is one person, after a time lag, consistent in his

SISEEE

Judgmant.)
Then, if these judgments prove to be so variable that evalua-~

tions based on them are unreliable, we can then reformulate our di-
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rections to the experimental evaluators to force less subjective res -
pomses, as indicated below.

To determine the extent of the problem, we could take a set of
questions and the results of these searches on a document colliection.
*Evaluators’ would be needed (perhaps college students would be a
better choice than volunteers). A question and its responese could be
given to several evaluators, who would be asked to judge relevance or
non ~-relevance.

If the judgment of relevance proves difficult, we coulid go about
this in a different way. Instead of asking for an absolute re.evance
judgment of each document with respect to the query, independent of
the other documents, we could ask the evaluator to take the entire set
of responses to a query and rank them. We would thus have a rela-
tive judgment (this document is more relevant than that one). We cnuld
then compare the ranking.
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if we determine that the relevance judgment is, as suspected,
a unreliable basis for the evaluation of retrieval systems, we could re-
formulate our instructions to the examiners to decrease this variability.
To do this, we would <lassify questions into several broad categories,
based on the expected type of answer. For each category of question,
we would then categorize the potential types of answers, In this way,
by asking the evaluator a fairly detailed and concrete set of questions
instead of the vague '‘is the document relevant?' we should force a
more precise answer.

By categories of questions, for example, one <ould use (this
is suggestive only, not final),

1) Specific data is desired

2} Compendium of data desired

3) Correlation of data desired

4) Interpretation of data desired

5) Methods, Processes, Procedures desired

6) Survey--what is going on-desired

etc.

Then for each question-type, we could break down the possible

answers and ask tue evaluators to check, e.g.
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For question-type 1 {specific data)
1. Document contains exact and complete data
2. Document contains some of data
3. Document coatains information {rom which data can be
derived. eic.

In other words, by giving our users more precise direction, we

may get more precise answers.

1f the judgment of degree of relevance of a document to a query
proves unreliable, we could also force a response here. Instead of
asking a user to indicate relevance on a four point scaie, wecouNtryto
determine how much of the document he has to read before making a
judgment of relevance. (e.g., If only the subject heading is read, the
document is highly relevant, if the title, it is less so, if the abstract...
etc. and 8o on through full text.).

Since evaluations of indexing depend critically on this relevance

judgment, it merits some attention,

Documeant ""Content!’

In the jargon of the field of information retrieval, the process
of indexing is often seen as 'identifying document content, ' "identifyirg
relevant information, ' '"determining document contents, " etc. In (2) this

viewpoint was discussed and an attempt made to indicate that: 1) content
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is not {nherent in a document,* and 2} what is in a document, for re-

trieval purposes, depends onv who is reading it.
The task of indexing, then, invoives prediction of the probably -
use of a document. On what criteria should this prediction be based?

Unfortunately, there has been no work at all to determine such criteria,

LE

As a starting point, it would seem reasonable to determine how a given
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docurnent has been used by people who, with existing indexing methods,

managed to find it, There are then two questions we wish to ask:
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1) Is there any uniformity between different users of one
document in what they consider the "content’ of the document?
2) 1f there is such uniformity, are there clues, in the text,

. which would help the indexer predict this user-defined “content2?"

Until recently, it would have been impossible to try to answer

these questiona. Once indexed, a document was stored, then used at

AR

various times by different people - but no feasible method of determining
who had used a particular document was available. Now, while it may
still be difficult to contact the users of a document, it is no longer
impractical to find some of themn at least, The mechanism for doing

80 is the citation index. The citation index lists, for each document in it,

those authors (and/or papers) who have cited it and who may be assumed

to have used it,

* Words or phrases can be identified. Content, or meaning, however,
involves both a word and a 1ser.
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Some of the questions that could be asked, for example, would
be: "to what extent do wordas in ibe title of & docurnent occur in the titles
of documents that cited it. How has a given document been used by
various authors {specific data cbtained from it, experimental methods
obtained, just scanned for general interest, etc.). What portion of the
document was used by different users {full text, title, first and last
paragraphs, abstract), how would different users have indexed the docu-

ment, etc.. .

Cancludir_:‘_g Remarks

This paper has identified some costs and parameters related to
indexing, interrelated these costs and parameters gualitatively, and
suggestsd several experiments needed to make design of indexing syster »
2 conscious and rational process. The paper {s clearly neither comple’ s
nor definitive. The discursive presentation of the interractions of pars -
meters and costs should be replaced with precise formulation. Experi-
ments must then be undertaken to provide some insight into the quantities
involved. Perhaps then the current competitive and argumentative pro-
cedares for deciding on an indsxing svstem for a given application can be

replaced with zational ones.
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